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Online learning (OL) [1] offers an effective solution for acquiring
knowledge from various real-world data streams, such as weather,
call records, and stock market transactions. The general OL
pipeline proceeds as follows. (1) The initial model comes with
zero or random weights because no samples have been received.
(2) When a new sample arrives, its model weights are rapidly
updated to provide a more accurate prediction for subsequent ar-
rivals. Thus, a brilliant OL model for data stream learning must
be both efficient and accurate. Although appealing, existing state-
of-the-art (SOTA) OL models are generally optimized based on
gradient descent algorithms [2]. To be specific, when a new sam-
ple arrives, these models execute the error backpropagation and
weight update only once in sequence. Thus, none of them can
achieve an optimal solution for model weights.

Broad learning system (BLS) [3] has recently been proposed as
an efficient and effective machine learning model. Importantly, its
closed-form solution ensures optimal weights, while its data incre-
mental learning algorithm enables it to continuously learn from
data streams, thereby avoiding expensive model retraining. Thus,
it sheds light on tackling the above OL issue. Since several data
incremental BLS algorithms [3-5] have been proposed, we first
consider using them to solve online machine learning tasks via set-
ting the number of training samples for each increment to one and
making minor modifications. Thanks to their closed-form solu-
tions, these methods can rigorously guarantee the optimality for
each online update. Despite their straightforwardness, they still
encounter challenges in handling data stream tasks. The most
critical issue is that all of them rely on matrix inversion, which
results in high computational complexity and reduced numerical
stability. It means that substantial errors are incurred when solv-
ing for online model weights. In other words, their accuracy and
efficiency remain to be improved.

Unlike the above methods, we develop a native online broad
learning system (Online-BLS) framework to address the subopti-
mality issue of OL model weights in data stream learning tasks.
To our knowledge, this study clarifies this issue for the first time
and succeeds in solving it using our Online-BLS framework. The
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technical contributions of our study are summarized as follows.

(1) We deduce an effective weight estimation algorithm
(EWEA) based on Cholesky factorization and forward-backward
substitution, which substantially enhances the accuracy of Online-
BLS and provides excellent theoretical error bounds.

(2) An efficient online updating strategy (EOUS) is designed
based on the rank-one update algorithm of the Cholesky factor to
improve the efficiency of Online-BLS. The time complexity analy-
sis shows a significant reduction in computational overhead.

(3) We propose a simple yet effective extension to achieve non-
stationary data stream classification. The accuracy, efficiency, and
versatility of Online-BLS are empirically confirmed through com-
prehensive comparisons with baselines.

Method. The Online-BLS architecture consists of three parts:
the feature layer, the enhancement layer, and the output layer.
Its online learning process is illustrated in Figure 1. Initially, the
parameters of the feature and enhancement layers are randomly
initialized and then frozen. The weight matrix of the output layer
©) s initialized as 0, and the Cholesky factor L(® is set to
Chol(AI), where Chol(-) calculates a lower triangular matrix using
Cholesky decomposition. Then, our algorithm follows four main
steps.

First, when a sample xj, arrives, the feature and enhancement
nodes are obtained through feeding xj into the feature and en-
hancement layers, respectively. Since we apply a linear and nonlin-
ear activation function at the feature and enhancement layers, re-
spectively, the feature and enhancement nodes represent the linear
and nonlinear features of x. By cascading them, the broad feature
ay is obtained. Second, to avoid expensive Cholesky decomposi-
tions at each online update, we propose an EOUS, which incremen-
tally computes L(*) from L(*~1 and aj. Specifically, we cascade
aj, and L(*~1) as an augmented matrix [a;, L(*~1]. Through
constructing and performing an orthogonal Givens rotation G; on
the above augmented matrix, the i-th element of the broad feature
ay is eliminated. After applying a series of Givens transformations
G = G,,G,—1 -G, the broad feature a; becomes a zero vec-
tor. At this point, L(*~1) also becomes L(*) accordingly. This
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(Color online) The online learning process of Online-BLS. The instance s; contains a sample x;, and a label y, and yj, generally

arrives later than x;. For simplicity, this delay is ignored when we draw. ), represents our model after k updates.

method reduces the time complexity of solving L) from O(m?)
to O(m?), where m denotes the dimension of the square matrix
L) Third, we devise an EWEA based on Cholesky factorization
and forward-backward substitution. To solve A®F) accurately,
we calculate B(F) = a, (y];r - a;r@(kfl)), where y;. is the label
vector associated with ag. Then, with the aid of an intermediate
variable C, we calculate A®(%) through one forward substitution
and one backward substitution. This method ingeniously evades
matrix inversion, thus avoiding its notorious instability. Lastly,
our output layer weights are updated via @) = @*—1 4 A@*).
Moreover, concept drift is a common challenge in data streams.
Thanks to the flexibility of our Online-BLS framework, we present
a simple solution to handle this problem. The core idea is that
learning the time-varying concept with new data is better than
with old one. Technically, more attention to new data is encour-
aged by multiplying history by a decay factor u. For a more de-
tailed description of our method, please refer to Appendix B.
FExperiments. To verify the superiority of Online-BLS, exper-
iments were conducted from three aspects. First, we compared
Online-BLS with SOTA incremental BLS methods and matrix
decomposition-based OL algorithms on stationary datasets. Sec-
ond, we adapted our proposed OL algorithm to other random neu-
ral networks to prove its generality. Finally, when evaluated on
non-stationary datasets against SOTA online deep learning mod-
els, our method achieved higher accuracy and time efficiency. De-
tailed experimental results are provided in Appendix C.
Conclusion and future work. This study presented an accu-
rate and efficient Online-BLS framework to solve the suboptimal
model weights problem. On the one hand, an EWEA was pro-
posed to improve model accuracy. By replacing matrix inversion
with Cholesky factorization and forward-backward substitution,
our proposed Online-BLS becomes accurate. On the other hand,
an EOUS was developed to improve the efficiency of our method.

Through the integration of EWEA and EOUS, our Online-BLS
framework attains both accuracy and efficiency. Theoretical anal-
ysis also proves that Online-BLS has excellent error bounds and
favorable time complexity. In addition, this study proposed a sim-
ple solution for the concept drift problem. Experiments on sta-
tionary and nonstationary datasets demonstrate the superiority of
our Online-BLS and its universality to other random neural net-
This work is the first significant attempt to tailor BLS
to online learning tasks. In the future, we will consider the issue

works.

of class imbalance in online data streams to improve the model
performance further.
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