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Abstract Cloud coverage varies significantly across different acquisitions, enabling the temporal complementarity of observations to

recover surface details obscured by clouds. However, existing multi-temporal cloud removal methods fail to account for inconsistencies in

data collected at different times (e.g., seasonal variations, human activities, meteorological events, etc.), resulting in severe performance

degradation when surface changes occur. In this paper, we propose a change-aware multi-temporal cloud removal method, CA-MTCR,

which utilizes SAR images, capable of penetrating clouds to capture terrain information beneath, to detect changes and optimize the

usage of multi-temporal data. Specifically, we measure the similarity between SAR features to derive the change information for each

auxiliary time step relative to the target time step, and then integrate this information into a spatial attention mechanism that highlights

the regions requiring emphasis, thereby refining the multi-temporal fusion process. Furthermore, we propose a region-selective optical

encoder to aggregate non-local information exclusively from partial cloud-free regions, enhancing the fidelity of the reconstructed images.

Extensive evaluation demonstrates that the proposed algorithm outperforms state-of-the-art cloud removal algorithms with a gain of about

2.0 dB in terms of PSNR on the SEN12MS-CR-TS dataset and 0.8 dB on the Allclear dataset, and exhibits robustness to variations in

the length of auxiliary time steps and their offset relative to the target time step.
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1 Introduction

Optical remote sensing employs visible, near-infrared, and shortwave-infrared sensors to capture images of the
Earth’s surface, and continues to be the most extensively utilized technique in the field of Earth observation [1–6].
However, optical remote sensing images inevitably suffer from cloud interference, which substantially diminishes
their capacity to accurately represent ground object information [7–9]. Cloud removal, which aims to reconstruct
cloud-obscured information, is critical for the stable application of optical remote sensing technology across diverse
fields [10–14]. Due to the erasure of textures in cloud-covered regions, cloud removal is an inherently ill-posed
problem that typically requires the integration of auxiliary reference data to achieve reliable results [15–18].

Multi-temporal optical images, obtained through periodic satellite revisits, provide a promising approach to
compensating for cloud-obscured regions, because of the dynamic movement and morphological changes of clouds
across different time phases. Multi-temporal cloud removal has been extensively studied and made great progress
in the past few years [19–22]. However, the majority of previous methods primarily treat multi-temporal images
uniformly, indiscriminately aggregating all cloud-free regions to generate a composite cloud-free image [23–25], as
shown in Figure 1(a). This approach often overlooks the potential discrepancies between different time steps, leading
to artifacts or misaligned features in the final reconstruction result. In contrast, SAR (synthetic aperture radar),
with the characteristic of penetrating clouds, can capture information about the terrain beneath the clouds [26–28].
By utilizing multi-temporal SAR images, as shown in Figure 1(b), it is feasible to accurately identify which regions
undergo changes and which remain relatively stable, facilitating the targeted selection of data from stable regions
for cloud-free image reconstruction.
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Figure 1 (Color online) Comparisons of different learning paradigms for multi-temporal cloud removal. (a) UnCRtainTS treats multi-temporal

images uniformly, neglecting the inherent inconsistencies in data collected at different times, which results in artifacts or misaligned features in

the final reconstruction results; (b) our proposed CA-MTCR utilizes SAR images to detect changes in ground objects, thereby optimizing the

use of multi-temporal data and boosting the quality of the reconstruction.

In this paper, we propose a novel change-aware multi-temporal cloud removal algorithm, termed CA-MTCR, to
optimize the utilization of multi-temporal data by leveraging changes in ground objects detected from SAR images.
Specifically, we begin by maximizing the extraction of valuable information from both optical and SAR images
at each temporal phase. For optical images, we propose a region-selective encoder that focuses on aggregating
non-local information from cloud-free areas, effectively minimizing interference from cloud-covered regions during
feature extraction. For SAR images, we implement an encoder pretrained using the Noise2Noise technique [29],
tailored to alleviate the information blurring caused to speckle noise. To enhance the informational richness of each
temporal phase, the optical and SAR features are then integrated into a unified representation. Subsequently, we
propose a change-aware multi-temporal fusion module to integrate features with temporal coherence. By measuring
feature similarity within SAR data, we capture dynamic changes in the auxiliary multi-temporal data relative to the
target time step, which serve to guide the integration of valuable information across temporal phases and generate
a comprehensive feature representation for high-quality cloud-free image reconstruction.

To sum up, the contributions of this work are threefold.
• We propose a novel change-aware multi-temporal cloud removal method, CA-MTCR, which leverages SAR

data to capture changes over time, optimizing the utilization of multi-temporal data and remarkably enhancing
cloud-free image reconstruction performance.

• We propose a region-selective optical encoder that concentrates on valuable information from cloud-free re-
gions while mitigating interference introduced by cloudy areas, based on which CA-MTCR effectively extracts and
integrates the detailed features of cloud-free regions.

• Extensive experiments show that the proposed method achieves state-of-the-art results on the SEN12MS-CR-
TS and AllClear datasets, exhibiting robustness to variations in the length of auxiliary time steps and their offset
relative to the target time step.

2 Related work

Cloud removal, a long-standing research problem, aims to reconstruct the missing information caused by clouds
in optical satellite imagery. Early attempts often assume that cloud-covered and cloud-free regions exhibit similar
statistical and geometric characteristics [30,31], i.e., spatial-based methods, or utilize spectral bands with relatively
strong penetration capabilities through clouds as auxiliary information [32–36], i.e., spectral-based methods. How-
ever, these methods rely on limited known information, resulting in significant uncertainty in reconstruction results.
Moreover, as cloud thickness increases, all the land signals in the optical bands are obstructed. Overall, relying
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solely on a single cloud-obscured optical image itself, due to its limited valuable spatial and spectral information,
results in constrained reconstruction capabilities, particularly in areas with extensive thick cloud cover or complex,
heterogeneous land cover types. To overcome these limitations, SAR images are often integrated, as they provide
critical information that optical bands cannot capture under cloud cover [9,11,37–39]. For example, DSen2-CR [39]
concatenates the SAR image to the input optical image and uses a deep residual neural network to predict the target
cloud-free optical image. Since SAR and optical images reveal different characteristics of observed objects—most
notably, SAR images lack spectral information—it is challenging to transform SAR images into spectral and texture
features similar to those of optical images, resulting in suboptimal spectral fidelity in the reconstruction results.

Remote sensing satellites feature periodic revisit capabilities, and the movement and morphological transforma-
tions of clouds allow data from different time phases to potentially provide clear surface information for regions
obscured by cloud cover. Consequently, a few studies have explored the means of multi-temporal data fusion,
integrating information across time to facilitate cloud removal [40–44]. For example, Gao et al. [45] utilized tempo-
spectral angle mapping (TSAM) to measure the similarity between pixels across spectral and temporal dimensions,
and applied a multi-temporal replacement method to recover missing data with the pixels selected by TSAM. It
heavily depends on valid historical optical observations and assumes temporal consistency, which renders it un-
reliable in regions characterized by frequent cloud cover or by rapid land cover changes. Rather than relying on
pixel replacement, STGAN [23] concatenates multi-temporal cloudy images as input to a spatiotemporal genera-
tor network to generate a cloud-free image. Czerkawski et al. [46] employed historical cloud-free optical data as
prior information to reconstruct regions obscured by clouds. To enhance the focus on cloud-free regions within
multi-temporal images for cloud-free image reconstruction, UnCRtainTS [25] employs attention-based temporal ag-
gregation to combine the sequence of observations. However, these methods overlook the potential inconsistencies
in data collected at different times, which may arise from changes in ground objects caused by seasonal variations
or human activities. As a result, they struggle to effectively address the degradation in reconstruction performance
caused by surface changes. In this paper, we utilize SAR images to detect changes in ground objects, thereby
optimizing the use of multi-temporal data. It is worth noting that the role of SAR in our framework differs fun-
damentally from that in mono-temporal SAR-based cloud removal approaches [11,15,39], where the reconstruction
of cloud-obscured regions primarily relies on transforming the corresponding regions in SAR imagery into spectral
and textural representations similar to those of optical images, resulting in degraded spectral fidelity. In contrast,
since our work leverages multi-temporal SAR data to optimize the use of multi-temporal observations, historical
optical imagery provides reliable cues for reconstruction in unchanged regions, whereas only regions undergoing
changes rely on SAR imagery to approximate spectral and textural attributes, thereby minimizing spectral fidelity
distortions.

In parallel with efforts to leverage diverse data sources, another line of work explores advanced network ar-
chitectures to improve cloud removal performance. Recent advances follow convolutional neural network (CNN),
and numerous CNN-based models have been proposed to enhance reconstruction quality [24, 25, 39]. For instance,
DSen2-CR [39] is derived from the EDSR super-resolution network and integrates SAR information to predict
cloud-free optical imagery. UnCRtainTS [25] relies on efficient MBConv blocks [47], which combine depthwise
convolutions with pointwise convolutions to enable computationally efficient spatial encoding, while aggregating
temporal information across multiple observations. Since cloud-free regions in the optical image at the target time
step provide critical cues for reconstruction, the limited receptive field of convolutional networks constrains their
ability to integrate non-local contextual information. To mitigate this limitation, some studies integrate modules
such as dilated convolutions [48,49] and multi-scale feature fusion [19] to explicitly enlarge the receptive field. More
recently, Transformer-based or hybrid CNN-Transformer architectures [9, 11, 15, 22] are proposed, which leverage
the Transformer’s capability of modeling long-range dependencies to more effectively integrate non-local contextual
information. For example, HDRSA-Net [9] is built on a hybrid architecture that integrates dynamic local explo-
ration modules with sparse global context aggregation, enabling the extraction of fine-grained local features while
maintaining the ability to capture long-range dependencies. While these methods exhibit strong feature extraction
capabilities to facilitate the recovery of cloud-free imagery, they tend to introduce unnecessary redundant features,
since cloud-covered regions contribute little meaningful information yet still propagate through the network, leading
to the blurring or weakening of critical information. To overcome this issue, we propose a region-selective opti-
cal encoder within our framework that explicitly emphasizes informative cloud-free regions while suppressing the
influence of cloud-contaminated areas, thereby strengthening the representation of critical features and ultimately
enhancing the reliability and spectral fidelity of the reconstructed imagery.
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Figure 2 (Color online) Overview of the proposed CA-MTCR method.

3 CA-MTCR

3.1 Overview

Problem statement. Given a time series of optical images {Iiopt}
N
i=1 and their corresponding SAR images {Iisar}

N
i=1,

the task of cloud removal aims to reconstruct the clear optical image Îtopt corresponding to the cloud-affected optical
image Itopt, for t ∈ 1, . . . , N . Specifically, in this paper, we focus on reconstructing the optical image at t = N , i.e.,
using current and historical data to reconstruct the optical image at the current time step. Existing multi-temporal
cloud removal methods typically integrate all available data to generate a cloud-free image

ÎNopt = FMTCR

(

{(

Iiopt, I
i
sar

)}N

i=1

)

, (1)

where FMTCR is a multi-temporal cloud removal model that takes the entire time series of optical and SAR images
as a unified input, without accounting for the variations between different time steps. However, due to factors such
as climate change, human activities, and seasonal variations, the ground information may change over time, leading
to the generated cloud-free optical image failing to accurately reflect the true content of the scene at t = N . In
contrast, we distinguish between the current time step and historical time steps

ÎNopt = FCA-MTCR

(

(

INopt, I
N
sar

)

|
{(

Iiopt, I
i
sar

)}N−1

i=1

)

, (2)

where FCA-MTCR is a change-aware multi-temporal cloud removal model that explicitly identifies the target time
step to reconstruct, while using data from other time steps as references rather than treating them equally. By
accounting for the inherent differences between the current and historical time steps, we are able to capture the
temporal dynamics and leverage consistent historical data, filtering out inconsistent information to enhance cloud
removal performance.

Architecture. The overall architecture of the proposed CA-MTCR algorithm is illustrated in Figure 2. It begins
by processing each time step independently. Specifically, for each time step t, it extracts features from the optical
and SAR images using two tailored encoders, Fopt(·) and Fsar(·), respectively

F t
opt = Fopt

(

Itopt
)

, t ∈ {1, . . . , N}, (3)

F t
sar = Fsar

(

Itsar
)

, t ∈ {1, . . . , N}, (4)
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Figure 3 (Color online) Detail of the region-selective optical encoder.

where Fopt(·) is designed to emphasize information from cloud-free regions while systematically disregarding that
from cloud-covered areas, and Fsar(·) is optimized to mitigate the impact of speckle noise, thereby extracting more
reliable features. F t

opt and F t
sar are then integrated via a multi-modal fusion block, Hmmf(·), to enhance the integrity

of single-temporal information, as follows:

F t
f = Hmmf

(

F t
opt, F

t
sar

)

, t ∈ {1, . . . , N}. (5)

Before fusing the multi-temporal features {F i
f}

N
i=1, the change information ct for each historical time step t relative

to the current time step N is computed based on the SAR features

ct = Hchange

(

F t
sar, F

N
sar

)

, t ∈ {1, . . . , N − 1}, (6)

where Hchange(·) is the function to capture the temporal differences between the historical and current time steps.
Subsequently, the multi-temporal features {F i

f}
N
i=1 are aggregated based on the change information {ci}N−1

i=1 , using
a change-aware multi-temporal fusion module HCAF(·), to generate a comprehensive feature representation, Fc, as
follows:

Fc = HCAF

(

{

F i
f

}N

i=1
,
{

ci
}N−1

i=1

)

. (7)

Finally, the high-quality cloud-free image ÎNopt is reconstructed from the comprehensive feature representation Fc

ÎNopt = Hd (Fc) , (8)

where Hd represents the decoder function specifically designed for cloud-free image reconstruction.

3.2 Mono-temporal feature extraction and fusion

Accurate extraction of meaningful information from multi-modal images is a fundamental prerequisite for achieving
high-quality cloud-free image reconstruction. In this work, we employ customized encoders designed to extract
features specifically tailored to the distinctive characteristics of optical and SAR images.

Optical encoder. Cloud cover manifests in optical images as “information blind areas”. By leveraging the
spatial context information of cloud-free regions, it is possible to infer the underlying ground information obscured
by the clouds. However, the influence of these blind areas can propagate across the entire image, potentially
compromising the accurate representation of information within the unobscured regions. To maximize the extraction
and utilization of valuable information from uncontaminated regions in optical images, we propose a region-selective
optical encoder to aggregate non-local information exclusively from partially unobscured regions, as shown in
Figure 3. It leverages the Transformer’s ability to efficiently propagate information across the entire image to
accumulate long-range varying contextual information. To ensure that only valuable information is aggregated, we
incorporate a region-selection mechanism that focuses on relevant regions for each Transformer block. Let F

t,j
opt

and F̃
t,j
opt denote, respectively, the input and output of the j-th Transformer block for the optical image Itopt. We

distinguish these valuable regions in two ways.

• Since features corresponding to cloudy regions exhibit abnormal responses, we apply a spatial attention module
on the output of the Transformer block, F̃ t,j

opt, to highlight these areas, with the attention weights denoted by R
t,j
1 .
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• Since the learning objective is to preserve cloud-free areas while filling in the cloudy parts, the difference
between the input and output of the Transformer block, where significant changes occur, reveals the cloudy regions.
Specifically, we measure these differences by computing the cosine distance between F

t,j
opt and F̃

t,j
opt, and denote the

result by R
t,j
2 .

We then concatenate Rt,j
1 and R

t,j
2 , and apply a channel attention module (CAM) to weight them. A convolution

layer followed by a sigmoid activation is used to learn a soft mask Rt,j. Finally, we adopt the mask to constrain
the output of the Transformer block F̃

t,j
opt before passing it to the next block, suppressing features from the cloudy

regions to avoid disturbing the information from the cloud-free regions. After passing through L Transformer blocks,
the resulting optical feature F

t,L
opt serve as the final optical feature F t

opt.

SAR encoder. SAR images suffer severely from speckle noise [50], which appears grainy with dark and bright
spots, making the representation of SAR features blurred and chaotic. Given that SAR features are indispensable
for capturing temporal changes and thereby supporting the effective fusion of multi-temporal data, mitigating the
adverse effects of speckle noise is of critical importance. To this end, we pretrain the SAR encoder with an SAR
denoising network prior to its integration into the proposed framework. After training, only the encoder is retained
to initialize the SAR feature extractor, while the decoder and other components are discarded. Since noise-free SAR
ground truth is unavailable, we adopt the self-supervised Noise2Noise method [29] for pretraining, which learns to
suppress noise by leveraging pairs of noisy images from the same scene. Specifically, we implement the denoising net-
work using the VQ-VAE architecture [51], commonly employed for learning compact representations and removing
high-frequency noise, and leverage SAR images from different temporal phases to learn noise-independent features.
In this work, the SAR encoder is constituted by three convolution layers followed by two MBConv blocks [47]. The
pretraining objective combines an L2 reconstruction loss with latent regularization terms, defined as

Lpre = ‖y2 − ŷ1‖2 + α ‖sg[ze]− ec‖
2
2 + β ‖ze − sg[ec]‖

2
2 , (9)

where sg[·] denotes the stop-gradient operator. y1 and y2 are two SAR images of the same scene with different noise,
and ŷ1 denotes the reconstruction of y1. ze is the output of the SAR encoder and ec is the learnable codebook of
discrete embeddings in VQ-VAE.

Multi-modal fusion block. Due to the inherent uncertainty associated with cloud cover, the information
provided by multi-temporal optical images may not adequately compensate for the information loss at time step
N . Consequently, before proceeding with multi-temporal data fusion, we enhance the informational completeness
of each time step by fusing optical feature with SAR feature. Specifically, we concatenate the optical and SAR
features, and subsequently feed the concatenated features into a convolutional layer as well as an MBConv layer.

3.3 Change-aware multi-temporal fusion

The detail of the change-aware multi-temporal fusion module is shown in Figure 4. To counteract the degradation in
reconstruction performance caused by land cover changes, we calculate the cosine similarity between SAR features at
each historical time step t relative to the current time step N , i.e., ct, to obtain change information. Specifically, the
greater the cosine similarity, the lower the likelihood of significant changes between the time steps. For the current
time step N , we also assign a corresponding ct, which is a matrix of ones, to facilitate subsequent calculations

ct =











〈

F t
sar, F

N
sar

〉

‖F t
sar‖‖F

N
sar‖

, 1 6 t 6 N − 1,

1, t = N.

(10)

We then utilize this change information to guide the fusion of multi-temporal features. Specifically, for each time
step t, we compute a corresponding spatial attention weight to highlight the most valuable information, i.e., that
which is temporally consistent and cloud-free

{

W t
}N

t=1
= Attn

(

{

Conv
(

ct ‖ F t
f

)}N

t=1

)

, (11)

where ‖ denotes the concatenation operation, Conv represents a convolution layer, and Attn refers to the function
responsible for computing the attention weight. In this paper, we adopt the L-TAE [52], which has consistently
served as a reliable foundation in recent studies for attention modeling across multi-temporal remote sensing im-
agery [53, 54], to conduct the weight computation process. It enables to capture of location-specific temporal
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Figure 4 (Color online) Detail of the change-aware multi-temporal fusion module.

dynamics and is optimized for memory and computational efficiency. With the weights, we effectively merge the
features from different time sequences to form a comprehensive feature representation

Fc =

N
∑

t=1

(

F t
f ⊙W t

)

, (12)

where ⊙ denotes the element-wise multiplication operation, achieved through broadcasting along the channel di-
mension.

3.4 Loss function

We train the CA-MTCR network by minimizing the discrepancy between its output, ÎNopt, and the reference cloud-

free image Icfopt, which is temporally close to the cloudy image at the time step N . We use the L1 loss as the primary
optimization objective for cloud removal, denoted by Ll1, which is formulated as

Ll1 =
∥

∥

∥
ÎNopt − I

cf
opt

∥

∥

∥

1
. (13)

Additionally, two types of perceptual losses are incorporated. (i) Feature reconstruction loss, denoted as Lfr,
encourages the restoration of sharp edges and fine details, thereby improving the structural integrity and visual
quality of the reconstructed cloud-free images. Specifically, Lfr is computed using the Manhattan distance between
feature representations extracted by the VGG16 network from both the reconstructed and the reference cloud-free
images. (ii) Style reconstruction loss, denoted as Lsr, encourages fidelity in the spectral and texture properties of
the reconstructed image. Specifically, Lsr is computed using the squared Frobenius norm of the difference between
the Gram matrices of the output and target cloud-free images. The corresponding formulations are as follows:

Lfr =
L
∑

l=1

∥

∥

∥
Φl

(

ÎNopt

)

− Φl

(

I
cf
opt

)∥

∥

∥

1
, (14)

Lsr =

L
∑

l=4

∥

∥

∥
G
(

Φl

(

ÎNopt

))

−G
(

Φl

(

I
cf
opt

))
∥

∥

∥

1
, (15)

where Φl(·) refers to the feature extraction operation associated with the l-th layer of the pretrained VGG16 network,
G(·) denotes the computation of the Gram matrix that captures feature correlations for style representation, and
L is the total number of selected layers. The overall function is as follows:

L = λ1Ll1 + λ2Lfr + λ3Lsr, (16)

where λ1, λ2 and λ3 denote the balancing parameters.
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4 Experiments

4.1 Experimental settings

Dataset and metrics. The experiments are conducted on SEN12MS-CR-TS [24] and AllClear [21], two large-
scale benchmark datasets that provide multi-modal and multi-temporal observations specifically curated for cloud
removal.

SEN12MS-CR-TS. It comprises Sentinel-1 SAR and Sentinel-2 optical observations collected from 53 globally
distributed regions of interest (ROIs), with 35 ROIs allocated for training, 5 ROIs for validation, and 13 ROIs for
testing. By means of a non-overlapping sliding window of 256× 256 pixels, 10176 training samples, 1410 validation
samples, and 3716 test samples are derived, each containing 30 time steps of coregistered optical and SAR images.
We select cloudy and cloud-free image pairs with minimal land cover changes, where the time step of the cloudy
image is assigned as the one to be restored, and the cloud-free image serves as its corresponding target. Additional
time steps are randomly selected from the remaining time steps to serve as auxiliary data. For preprocessing, the
optical data are clipped to the range [0, 10000] and scaled to [0, 1], and the SAR data are clipped to the range
[−25, 0] and scaled to [0, 1] as well.

AllClear. It comprises 23742 globally distributed ROIs, each containing multi-spectral optical imagery from
Sentinel-2 and SAR imagery from Sentinel-1. In this paper, we adopt AllClear (3.4%) as the training set, which
is matched in size to the training set of the SEN12MS-CR-TS dataset, including 10176 training samples and 1500
validation samples. For evaluation, the test set consists of 2735 samples. Each sample provides data across four
consecutive time steps, one of which contains a cloud-free optical image serving as the ground truth (GT). In other
words, the construction of the AllClear dataset explicitly addresses the temporal misalignment problem by ensuring
that the auxiliary time steps are selected to be as close as possible to the target, thereby minimizing potential land
cover changes between the auxiliary inputs and the target observation. It differs from SEN12MS-CR-TS, where
only the GT is chosen adjacent to the target time step to avoid evaluation bias, but no constraints are placed on
the auxiliary observations, making the dataset more aligned with practical use. All preprocessing steps are kept
consistent with those of the SEN12MS-CR-TS dataset.

The performance of cloud removal is evaluated using four metrics: peak signal-to-noise ratio (PSNR) in decibels
(dB), spectral angle mapper (SAM) in degrees (◦), structural similarity index measure (SSIM) which is unitless,
and mean absolute error (MAE) in top-of-atmosphere reflectance (ρTOA).

Implementation details. The proposed network, CA-MTCR, is implemented in Pytorch and trained on two
NVIDIA 3090 GPUs. The batch size is set to 6 and the maximum epoch of training iterations is set to 30. The
Adam optimizer is employed with a learning rate of 1× 10−4 for the entire network, except for the pretrained SAR
encoder, which is fine-tuned at a smaller learning rate of 1 × 10−5. The learning rates are scheduled to decay by
50% every 5 epochs following the initial 10 epochs. The weighting factors λ1, λ2 and λ3 are empirically set to
2.0, 1.0 and 250.0. Additionally, the number of Transformer blocks in the optical encoder L is configured to 9.
The perceptual loss is computed using VGG16 features from relu11, relu21, relu31, relu41, and relu51, i.e.,
L within Lfr and Lsr is set to 5. For the pretraining of the SAR encoder, SAR pairs that correspond to selected
cloudy and cloud-free optical image pairs with minimal temporal variation are used. The encoder is optimized for
50 epochs with a learning rate of 2 × 10−4, with the regularization weights α and β within Lpre set to 1 and 0.1,
respectively.

4.2 Comparison with state-of-the-arts

We compare the proposed CA-MTCR network to state-of-the-art cloud removal methods, including mono-temporal
approaches, DSen2-CR [39], Align-CR [11] and HDRSA-Net [9], and multi-temporal approaches, STGAN [23], U-
TAE [55], CR-TS-Net [24] and UnCRtainTS [25]. To ensure a fair comparison, STGAN [23], originally designed for
multi-temporal optical images, is adapted to incorporate multi-temporal optical and SAR image pairs. Additionally,
U-TAE [55], a state-of-the-art remote sensing image time series encoder, is included as a baseline with minor
modifications tailored for cloud removal. For the multi-temporal approaches, we randomly select two time steps as
auxiliary inputs to assist in the restoration of the target time step.

Quantitative results. The results are shown in Table 1. Our proposed CA-MTCR network demonstrates
significant performance gains over existing state-of-the-art methods. Specifically, on the SEN12MS-CR-TS dataset,
mono-temporal approaches that incorporate SAR data as auxiliary information demonstrate promising results, as
SAR data alone can effectively compensate for information gaps in optical images caused by cloud coverage. In
contrast, existing multi-temporal approaches, despite leveraging data from additional time steps, fail to surpass the
performance of mono-temporal approaches. This limitation stems from their uniform treatment of multi-temporal
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Table 1 Quantitative comparisons of the proposed CA-MTCR network to state-of-the-art methods on the SEN12MS-CR-TS and AllClear

datasets, where PSNR is measured in decibels (dB), SAM in degrees, SSIM is unitless, MAE in reflectance units (ρTOA), and model complexity

is reported by parameters (M) and FLOPs (G). The best-performing results are highlighted in bold.

Method Type
SEN12MS-CR-TS AllClear

Params FLOPs
PSNR↑ SAM↓ SSIM↑ MAE↓ PSNR↑ SAM↓ SSIM↑ MAE↓

DSen2-CR [39]

Mono-temporal

29.47 6.27 0.878 0.025 30.66 7.75 0.875 0.028 18.95 1241.18

Align-CR [11] 30.53 5.76 0.895 0.022 30.95 7.92 0.876 0.028 45.56 450.63

HDRSA-Net [9] 30.76 5.60 0.903 0.022 31.00 7.74 0.888 0.028 21.43 2806.60

STGAN [23]

Multi-temporal

26.27 10.84 0.831 0.036 31.31 7.24 0.869 0.024 93.53 15.41

U-TAE [55] 29.34 7.31 0.892 0.026 32.45 6.73 0.897 0.022 1.03 14.38

CR-TS Net [24] 29.68 6.08 0.894 0.025 33.30 5.13 0.920 0.020 38.47 7550.35

UnCRtainTS [25] 29.76 6.75 0.900 0.024 33.41 5.49 0.925 0.021 0.57 37.85

CA-MTCR (ours) 31.79 5.18 0.903 0.019 34.21 4.85 0.921 0.018 7.45 456.57

images, where the noise introduced by extra temporal data—such as changes in land cover and cloud dynamics—
outweighs the benefits of additional information, resulting in diminished overall effectiveness. Our method addresses
this issue by utilizing SAR imagery to detect changes and optimize the use of multi-temporal data, effectively
enhancing performance beyond that of mono-temporal cloud removal approaches. Moreover, we observe greater
improvements in metrics such as PSNR, SAM, and MAE compared to SSIM. This discrepancy arises because SAR
data lack spectral information, which, while effective in compensating for the structural aspects of optical images
like land contours and textures, struggle to restore the unique spectral attributes of optical images, such as color and
reflectance. Overall, CA-MTCR can fully exploit the valuable information from multi-temporal data and resists
interference from the additional noise introduced by multi-temporal data, achieving the best results in terms of
spectral fidelity and structural integrity.

On the AllClear dataset, where temporal misalignment issues are explicitly mitigated to minimize unintended
variations, multi-temporal approaches generally outperform mono-temporal ones, with our method achieving the
best performance. In addition, we can observe that the performance improvement of our method over the best-
performing baseline is more pronounced on the SEN12MS-CR-TS dataset (2.03 dB in PSNR) than in the AllClear
dataset (0.80 dB in PSNR). This discrepancy is primarily attributed to the fact that our method accounts for
inconsistencies in data collected at different times, which further highlights its practicality, as it does not impose
strict requirements on the quality or alignment of auxiliary data and remains effective in challenging real-world
scenarios. Meanwhile, our method remains relatively compact in parameter size and moderate in computational
complexity, without introducing excessive overhead.

Qualitative results. We showcase two typical scenes from each of the SEN12MS-CR-TS and AllClear datasets
for qualitative analysis, as illustrated in Figures 5 and 6, respectively. To better illustrate differences in reconstruc-
tion quality across methods, for each scene, we highlight two specific regions with enlarged views to enhance the
visualization of fine structural details, and include PSNR heatmaps for each method. We can find that our pro-
posed method can effectively restore surface information obscured by cloud cover. The resulting images exhibit high
integrity in land contours, textures, and spatial structures, and demonstrate exceptional spectral fidelity. Mono-
temporal methods, due to the lack of adequate auxiliary information for compensation, tend to generate blurring in
areas covered by clouds, resulting in the loss or distortion of terrain details. For instance, as illustrated in the first
scene of Figure 5 where thick cloud cover obscures most of the area, DSen2-CR and Align-CR fail to adequately
reconstruct intricate landscape features, particularly the delicate curvilinear patterns, since they rely solely on the
very limited information available in the optical image and the corresponding SAR image for restoration. Existing
multi-temporal approaches, with access to data from additional time steps, are capable of reconstructing more
complete terrain details. However, these methods are susceptible to inconsistencies and dynamic cloud interferences
arising from temporal variations across different time steps, leading to the generation of numerous artifacts. For
example, as demonstrated in the second scene of Figure 5, existing multi-temporal methods tend to utilize the op-
tical images from auxiliary time step 2, which are free from cloud contamination, to reconstruct the cloudy optical
image. Nevertheless, due to seasonal variations, the auxiliary optical image exhibits significant discrepancies in the
appearance of agricultural land compared to the target time step. Consequently, the reconstructed image fails to
accurately reflect the actual conditions at the target time. By leveraging SAR images, regions that have undergone
changes can be clearly identified. Our proposed CA-MTCR utilizes the change information to guide the fusion of
multi-temporal data, enabling robust reconstruction that is resistant to temporal inconsistencies. Moreover, we
observe that in homogeneous regions, existing methods tend to produce speckled or mottled artifacts, as shown in
Figure 6. This issue can be attributed to the speckle noise intrinsic to SAR imagery, which propagates into the
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Figure 5 (Color online) Visualization of cloud removal results for two scenes in the SEN12MS-CR-TS dataset.

Table 2 Ablation study on the region-selective optical encoder and the change-aware multi-temporal fusion module on the SEN12MS-CR-TS

dataset. ↑ indicates that higher values correspond to better performance, ↓ indicates that lower values correspond to better performance, and

the best-performing results are highlighted in bold.

Method RegS CA PSNR (dB) ↑ SAM (◦) ↓ SSIM↑ MAE (ρTOA) ↓

Baseline 29.97 6.809 0.885 0.025

w/o RegS ✓ 31.62 (+1.65) 5.184 (−1.625) 0.902 (+0.017) 0.020 (−0.005)

w/o CA ✓ 30.16 (+0.19) 6.668 (−0.141) 0.885 (+0.000) 0.024 (−0.001)

CA-MTCR ✓ ✓ 31.79 (+1.82) 5.181 (−1.628) 0.903 (+0.018) 0.019 (−0.006)

reconstruction and degrades the visual homogeneity of the results. Our method pretrains the SAR encoder, en-
abling it to effectively suppress the adverse influence of speckle noise, thereby generating more uniform and visually
coherent reconstructions in homogeneous areas.

4.3 Ablation study

The proposed CA-MTCR network improves the performance of multi-temporal cloud removal by optimizing the
extraction of valuable information from mono-temporal observations and by strengthening multi-temporal fusion
through the incorporation of change information detected from SAR images. In this section, we conduct ablation
studies on the SEN12MS-CR-TS dataset to validate the effectiveness of each component, with the results shown in
Table 2.

Mono-temporal feature extraction with region-selective encoding. CA-MTCR selectively aggregates
non-local information from partially unobscured regions, mitigating the interference caused by redundant features
in cloud-covered areas to enhance the feature representation of individual time steps. We validate its effectiveness by
removing the region-selective encoding mechanism, i.e., retaining only the Transformer blocks in the region-selective
optical encoder, denoted as “w/o RegS”. It can be observed that the proposed CA-MTCR method, which excludes
cloud-affected regions from feature encoding, achieves a performance gain of 0.17 dB in terms of PSNR, as it can
more accurately capture ground object information, thereby benefiting the subsequent fusion process.
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Figure 6 (Color online) Visualization of cloud removal results for two scenes in the AllClear dataset.

Multi-temporal fusion with change awareness. CA-MTCR optimizes the utilization of multi-temporal data
by leveraging changes in ground objects detected from SAR images. To validate its superiority, we exclude change
information when computing weights across time steps, denoted as “w/o CA”. It can be seen that removing change
awareness results in a noticeable performance decline, with a drop of 1.63 dB in PSNR, as the model struggles to
effectively capture temporal variations, thereby reducing the accuracy of multi-temporal fusion.

4.4 Impact of temporal offset in auxiliary data

We further compare the proposed CA-MTCR networks with the best baseline, UnCRtainTS, using multi-temporal
data with different offsets as auxiliary input. We evaluate the performance of cloud removal by integrating auxiliary
data from time windows at different temporal distances from the current time step, and show the comparison results
in terms of PSNR in Figure 7(a). We observe that the performance of UnCRtainTS progressively declines as the
temporal distance between the auxiliary data and the target time step to be reconstructed increases. Similarly, for
w/o CA, which does not utilize change information to optimize the use of multi-temporal data, the performance
trends relative to temporal distance align with those of UnCRtainTS. As the temporal distance between the auxiliary
data and the target time step grows, the mismatch between the data also increases, leading to reduced effectiveness
in cloud removal. In contrast, CA-MTCR leverages SAR images to detect changes and guide the fusion of multi-
temporal data, significantly mitigating performance degradation with larger temporal offsets. Notably, the cloud
removal performance using auxiliary data from the time window 1–2 time steps distant from the target time step
is comparable to that from the time window 3–4 time steps, as changes over shorter time intervals are typically
minimal. However, due to the higher likelihood of cloud coverage in temporally closer data, the performance of the
time window 1–2 time steps distant from the target time step may slightly underperform compared to time windows
3–4 when used as auxiliary input.

4.5 Impact of varying temporal data lengths

Theoretically, the more auxiliary data available, the more information can be utilized to compensate for cloud-
covered regions at the target time step, thereby boosting reconstruction performance. We evaluate the proposed
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Figure 7 (Color online) (a) The results of UnCRtainTS and our proposed CA-MTCR using multi-temporal data with different offsets as

auxiliary input on the SEN12MS-CR-TS dataset; (b) the results of UnCRtainTS and our proposed CA-MTCR using multi-temporal data—

comprising either multi-temporal optical images or multi-temporal optical-SAR image pairs—of varying lengths as auxiliary input on the

SEN12MS-CR-TS dataset.

CA-MTCR network against UnCRtainTS, using multi-temporal data—comprising either multi-temporal optical
images or multi-temporal optical-SAR image pairs—of varying lengths as auxiliary input. The results are shown
in Figure 7(b). CA-MTCR consistently outperforms UnCRtainTS across different auxiliary data lengths. For both
methods, integrating SAR data significantly enhances their performance. Further, we find that when the length of
the auxiliary data is zero, i.e., mono-temporal cloud removal, the benefits derived from SAR images are similar for
both methods. However, when the length of the auxiliary data is non-zero, i.e., multi-temporal cloud removal, our
proposed CA-MTCR achieves notably greater gains from SAR data. Specifically, as the length of the auxiliary data
increases, the contribution from SAR data within CA-MTCR becomes progressively more crucial, primarily due to
the heightened need to address disturbances caused by temporal inconsistencies. Our method strategically leverages
SAR data to mitigate these inconsistencies, thus enhancing the utility of SAR data. Moreover, we observe that
the performance of UnCRtainTS does not continuously improve with the increasing length of auxiliary time steps,
because UnCRtainTS treats multi-temporal images uniformly, where more time steps introduce greater interference,
resulting in decreased performance. Our method, when not utilizing SAR data, exhibits a performance trend similar
to that of UnCRtainTS as the length of auxiliary data changes. However, when SAR data are available, our proposed
CA-MTCR method can optimize the fusion of multi-temporal data, enabling more effective utilization of valuable
information in the auxiliary data, thereby leading to consistent performance improvement.

5 Discussion

5.1 Performance under challenging conditions

In this work, our primary objective is to reconstruct cloud-free optical images at the target time step by leveraging
multi-temporal observations. However, there exist particularly challenging scenarios where historical optical data
provide little or no reference value.

Extreme cloud coverage. When the target as well as historical optical images are entirely obscured by clouds,
as illustrated in the first and second scenes of Figure 8, optical observations fail to provide usable surface information.
Our method reconstructs cloud-free imagery by exploiting fused representations of optical and SAR data, thereby
relying on information embedded in SAR images to produce reasonable approximations of the underlying scenes.
While SAR images provide valuable structural cues for reconstructing cloud-obscured regions, they inherently lack
spectral attributes such as reflectance and color, which leads to inevitable degradation in the spectral fidelity of the
reconstructed results.

Rapid land cover changes. When land cover undergoes rapid changes, historical observations can no longer
serve as reliable references for reconstruction, as illustrated in the third and fourth scenes of Figure 8. In such cases,
the best-performing baseline, UnCRtainTS, which does not explicitly account for inconsistencies in data collected
at different times, tends to exploit clear regions from historical data, inadvertently introducing spurious details into
the reconstructed results. By contrast, our method leverages SAR imagery to detect changes and guide the use
of multi-temporal data, thereby effectively mitigating the adverse effects of temporal inconsistencies. By jointly
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Figure 8 (Color online) Performance of UnCRtainTS and CA-MTCR (ours) under challenging conditions.

Table 3 Impact of resolution disparity between SAR and optical images on the SEN12MS-CR-TS dataset.

Method PSNR (dB) ↑ SAM (◦) ↓ SSIM ↑ MAE (ρTOA) ↓

w/o SAR 29.84 6.923 0.886 0.025

Original SAR 31.79 5.184 0.903 0.019

SAR downsampled to 1/5 31.68 5.225 0.902 0.020

SAR downsampled to 1/10 31.63 5.295 0.901 0.020

utilizing cloud-free portions of the optical image at the target time step together with structural information from
the corresponding SAR observation, our method achieves reliable restoration of cloud-covered regions. When the
optical image at the target time step is completely obscured by clouds, as illustrated in the third scene of Figure 8,
the results resemble those observed under extreme cloud cover. In this case, no valuable spectral information is
available, and the reconstructed image inevitably exhibits degradation in spectral fidelity.

5.2 Impact of resolution disparity between SAR and optical images

Multi-modal observations inherently exhibit disparities in spatial resolution, which may pose challenges to the
stability of information integration. In the proposed framework, SAR data are primarily exploited to capture
temporal change information for optimizing the utilization of multi-temporal observations, while the reconstruction
of fine structural details is predominantly attributed to multi-temporal optical observations. Consequently, the
impact of resolution mismatch is relatively limited. To further examine the robustness of our approach under
resolution disparity, we conduct additional experiments in which SAR images are downsampled to 1/5 and 1/10
of their original resolution, with the results reported in Table 3. It can be observed that performance inevitably
declines due to the loss of spatial detail. However, the performance degradation is relatively modest. For example,
when the resolution of the SAR images is reduced to 1/5 of that of the optical images, the PSNR drops by only
0.11 dB. Notably, despite the presence of resolution disparities, the proposed method continues to yield substantial
performance gains compared with scenarios where SAR data are not incorporated.

5.3 Potential extensions

Our method can effectively reconstruct cloud-free imagery at the target time step, offering strong potential for timely
scene analysis. For time-critical applications such as disaster response, precision agriculture, or rapid environmental
monitoring, the ability to deliver cloud-free observations in near real time is crucial. On a single NVIDIA 3090
GPU, without using any acceleration libraries, our framework achieves a processing speed of 8.45 FPS. Considering
that current remote sensing video satellites (e.g., Jilin-1) typically operate at frame rates between 1 and 10 FPS,
the computational efficiency of our method is well aligned with practical operational requirements.
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6 Conclusion

In this paper, we propose CA-MTCR, a novel change-aware multi-temporal cloud removal method that leverages
SAR images to capture temporal changes, optimizing multi-temporal data utilization to mitigate performance degra-
dation caused by potential discrepancies between the target and auxiliary time steps. The accurate representation
of valuable information from optical images, with the interference of cloud cover, is considered through a region-
selective optical encoder to enhance the spectral fidelity of the reconstructed images. Experimental results on the
SEN12MS-CR-TS and Allclear datasets demonstrate that our approach effectively improves the performance of
multi-temporal cloud removal and exhibits robustness to variations in the length of auxiliary time steps and their
offset relative to the target time step.
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