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1 Appendix A
Proof of Theorem 1

Substituting [1, Eqn. 2] into [1, Eqn. 3], there is

Ci(θi,Wi,SNRi, βi) = − 1

θi
ln

(
E
{
exp

[
−θiWi log2

(
1 + SNRiγ

2
)]})

. (1)

Considering that γ2 follows an exponential distribution with parameter βi, (1) can be further derived
as

Ci(θi,Wi,SNRi, βi) = Wi log2(SNRiβi)−
1

SNRiβi
− 1

θi
ln

(
Γ

(
1− Wiθi

ln 2
,

1

SNRiβi

))
, (2)

where Γ(s, x) is the upper incomplete gamma function. Besides, 1− Wiθi
ln 2 < 0 and 1

SNRiβi
→ 0 since the

order of magnitude for bandwidth Wi is typically above 106, the order of SNRi is usually above 103, θ is
around 10−3 for factory scenario, and the typical value for βi is approximately 1. Subsequently,

Γ

(
1− Wiθi

ln 2
,

1

SNRiβi

)
=

(
1

SNRiβi

)(
1−Wiθi

ln 2

)
EWiθi

ln 2

(
1

SNRiβi

)

≈
(

1

SNRiβi

)(
1−Wiθi

ln 2

)
· −1(

1− Wiθi
ln 2

) , (3)

where Ep(x) is the generalized exponential integral function, which is

Ep(x) =

∫ ∞

1

e−xt

tp
dt, (4)

and the approximation holds due to

Ep(0) =
1

1− p
. (5)
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Substituting (3) into (2),

Ci(θi,Wi,SNRi, βi)

=Wi log2(SNRiβi)−
1

SNRiβi
+

1

θi

(
1− Wiθi

ln 2

)
ln (SNRiβi) +

1

θi
ln

(
Wiθi
ln 2

− 1

)
=

1

θi
ln(SNRiβi)(

Wiθi
ln 2

− 1)− 1

SNRiβi
.

(6)

2 Appendix B
Proof of Theorem 2

According to [1, Eqn. 7], the delay of a packet in a single queue follows a exponential distribution with
parameter θiCi(θi,Wi,SNRi, βi). Therefore, the probability density function of Di(i = u, d) is

fDi(x) = µi exp(−µix) (i = u, d), (7)

where according to Theorem 1 [1],

µi = θiCi(θi,Wi,SNRi, βi) = ln(SNRiβi)(
Wiθi
ln 2

− 1)− θi
SNRiβi

(i = u, d). (8)

Thus, the probability density function the closed-loop delay Dc = Du +Dd is the convolution of the
probability density functions of Du and Dd, that is

fDc
(x) =fDu

(x) ∗ fDd
(x) = − (e−xµu − e−xµd)µuµd

µu − µd
. (9)

Subsequently, the package drop probability ϵc satisfies

ϵc = P {Dc > Dc,max} = 1−
∫ Dc,max

0

fDc
(x)dx =

e−Dc,mxxµdµu − e−Dc,maxµuµd

µu − µd
. (10)

Besides, the exception of the closed-loop delay when package is not dropped is

E [Dc|Dc < Dc,max] =

∫ Dc, max

0

xfDc(x)

P (Dc < Dc,max)
dx

=
µ2
u − µ2

d + e−Dc,maxµuµ2
d (1 +Dc,maxµu)− e−Dc,max xµdµ2

u (1 +Dc,maxµd)

µuµd (µu − µd + e−Dc,max xµuµd − e−Dc,maxµdµu)
.

(11)

3 Appendix C
Proof of Theorem 3

According to [2, Eqn. 10], the departure process of the first queue Lu is

Lu =

{
λu, 0 ⩽ θd ⩽ θu
1
θd
{(θd − θu)Cu(θu,Wu,SNRu, βu) + λuθu}, θd > θu

. (12)

Therefore, substituting (12) into [1, Eqn. 6],

λd =

{
cdλu, 0 ⩽ θd ⩽ θu

cd
1
θd
{(θd − θu)Cu(θu,Wu,SNRu, βu) + λuθu}, θd > θu

. (13)

Then substituting (13) into [1, Eqn. 1], when θu > θd,

Cd(θd,Wd,SNRd, βd) ⩾ cdλu, (14)

and when θu < θd,

Cd(θd,Wd,SNRd, βd) ⩾ cd
1

θd
{(θd − θu)Cu(θu,Wu,SNRu, βu) + λuθu}. (15)

After rearranging formulas (14) and (15), Theorem 3 can be proved.
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4 Appendix D
Proof of (29) and (30)

Substitute [1, Eqn. 20] and [1, Eqn. 26] into the left side of [1, Eqn. 29], we can get

E[eTτ eτ ]

=E[(X̂t+τ −Xt+τ )
T(X̂t+τ −Xt+τ )]

=E{[Ã(X̂t+τ −Xt+τ ) + (1− ϵc − η)B̃KX̂t+τ ]
T[Ã(X̂t+τ −Xt+τ ) + (1− ϵc − η)B̃KX̂t+τ ]}

=E{eTτ−1(Ã
TÃ)eτ−1}+ E[(1− ϵc − η)2X̂T

t+τ−1K
TB̃TB̃KX̂t+τ−1]

=E{Tr[(ÃTÃ)eτ−1e
T
τ−1]}+ E[(1− ϵc − η)2 · Tr(KTB̃TB̃KX̂t+τ−1X̂

T
t+τ−1)].

(16)

Since Tr(XY) ⩽ Tr(X)Tr(Y) if X and Y are semidefinite matrices, (16) can be further scaled as

E[eTτ eτ ] ⩽Tr(ÃTÃ)E[eTτ−1eτ−1] + E[(1− ϵc − η)2] · Tr(KTB̃TB̃K)E[X̂T
t+τ−1X̂t+τ−1]

⩽Tr(ÃTÃ)E[eTτ−1eτ−1] + (ϵc − ϵ2c)Tr(K
TB̃TB̃K) ·XT

MXM ,
(17)

where the first inequality is due to the Cauchy-Schwarz inequality.

According to such recurrence relationship, the upper bound of E[eTτ eτ ] can be obtained with E[eT0 e0]
given by [1, Eqn. 25], i.e. when Tr(ÃTÃ) ̸= 1,

E[eTτ eτ ] ⩽ [Tr(ÃTÃ)]τE[eT0 e0] + (ϵc − ϵ2c)Tr(K
TB̃TB̃K)XT

MXM
1− [Tr(ÃTÃ)]τ

1− Tr(ÃTÃ)

=
1

12

1

4r
[Tr(ÃTÃ)]τ [(XL −XU )

T(XL −XU )] + (ϵc − ϵ2c)Tr(K
TB̃TB̃K)XT

MXM
1− [Tr(ÃTÃ)]τ

1− Tr(ÃTÃ)
,

(18)

and when Tr(ÃTÃ) = 1

E[eTτ eτ ] ⩽
1

12

1

4r
[(XL −XU )

T(XL −XU )] + (ϵc − ϵ2c)τ · Tr(KTB̃TB̃K)XT
MXM . (19)

5 Appendix E
Proof of Theorem 4

According to [1, Eqn. 20] derived in the control model, the Lyapunov function of the closed-loop system
considering the effect of sensing and communication is derived as follows.

E[Vf (Xt+1)|Xt] =E
[
XT

t+1PXt+1|Xt

]
= E

[
(ÃXt + ηB̃KX̂t)

TP(ÃXt + ηB̃KX̂t)
]

=ϵc|ÃXt|2P + (1− ϵc)|(Ã+ B̃K)Xt|2P + (1− ϵc)Eτ [eτ ]
TKTBTPXt

+ (1− ϵc)X
T
t PBKEτ [eτ ] + (1− ϵc)Eτ [e

T
τ K

TBTPBKeτ ],

(20)

where Eτ [·] represents the exception of the random variable τ .

According to [1, Eqn. 28],

Eτ [eτ ] = 0. (21)

Therefore, considering that with the Cauchy-Schwarz inequality,

Eτ [e
T
τ K

TBTPBKeτ ] =Eτ [Tr{eTτ KTBTPBKeτ}] = Eτ [Tr{eτeTτ KTBTPBK]}
⩽Eτ [Tr{eτeTτ }]Tr{KTBTPBK} = Tr{E[eτeTτ ]}Tr{KTBTPBK}
=Eτ [e

T
τ eτ ]Tr{KTBTPBK}.

(22)

Besides, according to (25),

Eτ [e
T
τ eτ ] ⩽ Fe(r, ϵc, Dc,max). (23)

Therefore,

E [Vf (Xt+1)|Xt]

⩽ϵc|ÃXt|2P + (1− ϵc)|(Ã+ B̃K)Xt|2P + (1− ϵc)Fe(r, ϵc, Dc,max) Tr{KTBTPBK}

=ϵc|ÃXt|2P + (1− ϵc)|(Ã+ B̃K)Xt|2P + (1− ϵc)Fe(r, ϵc, Dc,max)Tr{KTBTPBK}.

(24)

Substituting [1, Eqn. 8] into (24), and let (24) less than ρVf (Xt), we can get the sufficient condition
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for [1, Eqn. 32], that is

ϵc|ÃXt|2P + (1− ϵc)|(Ã+ B̃K)Xt|2P + (1− ϵc)Fe(r, ϵc, Dc,max)Tr{|BK|2P} ⩽ ρ|Xt|2P, (25)

where E[eTτ eτ ] is given by [1, Eqn. 29] and [1, Eqn. 30].
After rearranging (25), [1, Eqn. 32] can be obtained.
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