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Accurate target localization plays a crucial role in robotics, au-
tonomous navigation, and surveillance applications. Compared to
lidar, cameras are more affordable, easier to install, and provide
richer semantic information, leading to camera-based target local-
ization methods receiving widespread attention. However, despite
their widespread adoption and extensive validation on benchmark
datasets, camera-based localization methods still face significant
challenges in real-world outdoor applications (for a detailed liter-
ature review, please refer to Appendix A). Specifically, two main
challenges need to be resolved.

First, cameras with a single focal length cannot maintain ac-
curacy across the full range. Targets that are too close suffer
from truncation, while those that are too far experience resolu-
tion limitations. Multi-view stereo vision can mitigate this issue
by providing additional depth cues, but most existing methods
rely on cameras with similar focal lengths [1]. As a result, these
approaches enhance depth perception within a fixed working area
(WA) but fail to expand it (for a detailed explanation of WA,
please refer to Appendix A).

Second, learning-based methods are costly to deploy in real-
world applications. Most current public datasets are collected with
cameras of similar focal lengths, which often do not match those
used in practical scenarios. It is nearly impossible to recollect suf-
ficient data for deployment due to the high cost of 3D annotation.
Recent studies have attempted to enhance model generalization
across different focal lengths, but they still struggle with images
taken at focal lengths outside the datasets range [2] or require fine-
tuning on existing 3D datasets for accurate depth estimation [3,4].

To address these challenges, we propose the full-range multi-
view geolocator (FMVG), which integrates multiple cameras with
different focal lengths to extend the working area while ensur-
ing high localization accuracy. FMVG employs a blind-spot-free
WA expansion strategy to unify short- and long-range capabili-
ties seamlessly. Based on our previous work [5], we also introduce
a self-supervised truncation detection module to improve local-
ization reliability and enhance generalization across focal lengths,
reducing dependence on extensive 3D annotations. Furthermore,
a 2D projection association method and maximum likelihood esti-
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mation are utilized to fuse localization results from multiple cam-
eras, which are subsequently transformed into absolute coordinates
via GPS and visualized on an electronic map for intuitive represen-
tation. These components collectively strengthen the robustness
and generalization ability of our system while reducing the need
for 3D annotations.

The main contributions of this paper are as follows.

(1) We propose a novel outdoor FMVG capable of accurate
geolocalization across the full range without any 3D annotations.

(2) We build a WA model for fixed focal length cameras and
propose a WA expansion solution for cameras with different focal
lengths that eliminates blind spots.

(3) We design a symmetrical multi-camera array and conduct
several groups of experiments to validate FMVG in real outdoor
environments.

Methodology. The overview of our proposed FMVG framework
is shown in Figure 1(a), comprising three parts: blind-spot- free
WA expansion solution, target localization with a truncation filter,
and multi-vision fusion. Details of these components are provided
in Appendix B.

Blind-spot-free WA expansion solution. The WA of a fixed fo-
cal length camera is constrained by projection theory. Given a
target with height H,, focal length f, and image projection size
h, the target depth T is given by

THo
== (1)

Based on this relation, we define the upper and lower WA bound-

T:

aries for a fixed-focal-length camera.

To achieve seamless full-range localization, our method dynam-
ically selects and arranges focal lengths to ensure continuous WA
coverage, eliminating blind spots, and enabling precise and robust
target localization across varying distances.

Target localization with a truncation filter. Our previous work
[5] could recover the target’s 3D position from the 2D detection re-
sults based on geometric consistency. However, in the multi-focal
camera system of the WA expansion solution, truncated targets
inevitably lead to unreliable localization results, reducing the ef-
fectiveness of fusion-based localization.
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Symmetrical multi-camera array

(Color online) (a) Overview of FMVG. The blind-spot-free WA expansion solution integrates the WAs of cameras with different

focal lengths to maintain accuracy across the full range. In target localization with the truncation filter, each camera performs localization
simultaneously and filters out poor results. Finally, multi-vision fusion involves associating and integrating the results to achieve more accu-
rate localization, which is then converted into absolute geographic positions. (b) Multi-vision geolocalization system. The system comprises a
symmetrical multi-camera array that contains five cameras, an IMU, an onboard compass, and a computing unit.

To address this issue, we introduce a self-supervised truncation
detection module that filters out severely truncated targets be-
fore localization, ensuring that only reliable targets contribute to
the final estimation. This module assesses target completeness by
generating pseudo-truncated images from complete 2D detections
using randomly generated masks and assigning truncation labels
accordingly. The generated data and labels are then used to train
a truncation estimation network, enabling effective identification
of severely truncated targets.

Multi-vision fusion. In the WA expansion solution, the target
location results of multiple cameras must be accurately associated
and fused to improve overall positioning accuracy. To address
this, we introduce a 2D projection association method to match
results from different cameras on the 2D image plane, establish-
ing correspondences between detected targets and ensuring correct
multi-view alignment. We then apply maximum likelihood esti-
mation (MLE) to probabilistically fuse localization results, mini-
mizing uncertainty and improving depth consistency. Finally, the
fused localization results are transformed into absolute coordinates
using GPS, allowing precise geospatial positioning.

FExperimental results. To evaluate the effectiveness of FMVG,
we built a physical test platform, as shown in Figure 1(b), and
conducted extensive real-world experiments, comparing our ap-
proach with state-of-the-art (SOTA) methods. The experiments
were designed to assess localization accuracy across varying dis-
tances and environmental conditions, demonstrating the robust-
ness and adaptability of our method. We quantitatively evalu-
ate FMVG using key metrics, including average localization error,
standard deviation, precision, and recall. Extensive experiments
show that FMVG can accurately locate targets in a full range from
~9 to ~137 m, with an average accuracy of 0.76 m and an average
standard deviation of 0.6 m, outperforming current localization
methods.

The high precision and recall of FMVG further demonstrate its
stability and reliability in various environments. Ablation stud-
ies further validate the contribution of each module, demonstrat-
ing that the WA expansion strategy, truncation detection, and
multi-view fusion collectively enhance localization performance.

Detailed experimental settings and results are provided in Ap-
pendix C.

Conclusion. We present a novel outdoor geolocator FMVG ca-
pable of accurate geolocalization across the full range without any
3D annotations. The pipeline of FMVG consists of a blind-spot-
free WA expansion solution, target localization with a truncation
filter, and multi-vision fusion. FMVG improves the overall posi-
tioning accuracy through data fusion while extending the joint WA
to a full range. Through extensive outdoor experiments, FMVG
proved its capability to maintain high performance, achieving an
average accuracy of 0.76 m and a standard deviation of 0.6 m
across a wide ~9 to ~137 m range, validating it as a superior al-
ternative to current methods. In the future, we will further study
the multi-focal length feature fusion method and verify our method
in actual driving.
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