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Appendix A Instruction Template
The task instruction prompts for evaluation are provided here:

Test prompt example for MMLU:

Context:
(Instruction)
Please answer the following multiple choice question:

(Examplar)
Question: Which of the following occurred first during the separation of the elements of Pangaea through continental drift? Options: A. Gondwana and
Laurasia were formed. B. Africa separated from South America. C. India collided with Eurasia to form the Himalayan mountain chain. D. Australia
separated from the rest of the continental landmasses. Answer:A
. . . (Other examplars, if any)
(Test case)
Question: Experiments on song development in birds have shown that when a young male reared in isolation hears only the song of a different bird species,
he will develop an adult song repertoire that lacks certain characteristics typical of his own species. This result shows that the song of his species is most
likely Options: A. entirely learned during development B. entirely instinctive C. both instinctive and learned D. dependent upon hormones for proper devel-
opment Answer:

Response: A

Test prompt example for CMMLU:

Context:
(Instruction)
以下是关于(大学教育学)的单项选择题，请直接给出正确答案的选项。

(Examplar)
题目：在古代文献记载中，我国西周时期设在王都的小学和大学，总称为()
A.都学 B.乡学 C.官学 D.国学
答案是：D
. . . (Other examplars, if any)
(Test case)
以下是关于(大学教育学)的单项选择题，请直接给出正确答案的选项。
题目：教育的本质特征是 ()
A.系统性 B.知识性 C.科学性 D.育人性
答案是：

Response: D
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Test prompt example for C-Eval:

Context:
(Instruction)
以下是关于(中国语言文学)的单项选择题，请直接给出正确答案的选项。

(Examplar)
题目：元朝政府曾经实行残酷的民族政策，把全国人民分为 四个等级。

A.色目人、蒙古人、汉人、南人 B.蒙古人、汉人、南人、色目人 C.蒙古人、南人、色目人、汉人 D.蒙古人、色目人、汉人、南人
答案是：D

. . . (Other examplars, if any)

(Test case)
以下是关于(中国语言文学)的单项选择题，请直接给出正确答案的选项。
题目：《国语》和 ，都是国别史。

A.《左传》 B.《战国策》 C.《史记》 D.《汉书》
答案是：

Response: D

Test prompt example for BBH:

Context:
(Examplar)
not ( True ) and ( True ) is
Answer: False

. . . (Other examplars, if any)

False or not not not False and True is

Response: True

Test prompt example for En ⇒ Zh Machine Translation:

Context:
将以下中文翻译成英文，并输出英文翻译：

Local authorities are warning residents in the vicinity of the plant to stay indoors, turn off air-conditioners and not to drink tap water.

Response:
当地政府警告核电站附近的居民，要待在室内，关掉空调，不要喝自来水。

Test prompt example for Zh ⇒ En Machine Translation:

Context:
将以下英文翻译成中文，并输出中文翻译：

当地政府警告核电站附近的居民，要待在室内，关掉空调，不要喝自来水。

Response:
Local government warns residents near nuclear power plant to stay indoors, turn off air conditioning, and do not drink bottled water.
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Test prompt example for BoolQ:

Context:
Parity (mathematics) – In mathematics, parity is the property of an integer’s inclusion in one of two categories: even or odd. An integer is even if it is
evenly divisible by two and odd if it is not even. For example, 6 is even because there is no remainder when dividing it by 2. By contrast, 3, 5, 7, 21 leave
a remainder of 1 when divided by 2. Examples of even numbers include -4, 0, 82 and 178. In particular, zero is an even number. Some examples of odd
numbers are -5, 3, 29, and 73.
question: can an odd number be divided by an even number?
answer:

Response: yes

Test prompt example for RTE:

Context:
Yet, we now are discovering that antibiotics are losing their effectiveness against illness. Disease-causing bacteria are mutating faster than we can come up
with new antibiotics to fight the new variations.
Can we say the following?
Bacteria is winning the war against antibiotics.
OPTIONS: - yes - no

Response: yes

Test prompt example for ReCoRD:

Context:
Tracy Morgan hasn’t appeared on stage since the devastating New Jersey crash that nearly ended his life last summer, but all that will change this fall when
he returns to host Saturday Night Live. NBC announced on Twitter Monday that Morgan, an SNL alum with seven seasons as a cast member under his belt,
will headline the third episode of Season 41 airing October 17. For Morgan, 46, it will be a second time hosting the long-running variety show, the first
since the June 2014 pileup on the New Jersey Turnpike that killed his friend and mentor James ’Jimmy Mack’ McNair.
@highlight
Morgan, 46, will host third episode of season 41 of SNL airing October 17
@highlight
He tweeted to his fans: ’Stoked to be going home...#SNL’
@highlight
For the SNL alum who had spent seven years as cast member, it will be a second time hosting the show
@highlight
Morgan has been sidelined by severe head trauma suffered in deadly June 2014 crash on New Jersey Turnpike that killed his friend
@highlight
First episode of new SNL season will be hosted by Miley Cyrus, followed by Amy Schumer

Response:
On October 10, acclaimed comedian and star of the summer box office hit Trainwreck Amy Schumer will make her SNL debut, followed by Morgan a week
later.
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Test prompt example for WSC:

Context:
Bernard , who had not told the government official that he was less than 21 when he filed for a homestead claim, did not consider that he had done anything
dishonest. Still, anyone who knew that he was 19 years old could take his claim away from him . “him” refer to what?

Response: anyone

Test prompt example for WiC:

Context:
An emerging professional class.
Apologizing for losing your temper, even though you were badly provoked, showed real class. The word ‘class’ used in the same way in the two sentences
above, True or False?
answer:

Response: False

Test prompt example for CoPA:

Context:
The man turned on the faucet, so
A. The toilet filled with water. B. Water flowed from the spout.
answer:

Response: B

Test prompt example for MultiRC:

Context:
Please read the following article and judge whether the answer to the question is correct: What causes a change in motion? The application of a force. Any
time an object changes motion, a force has been applied. In what ways can this happen? Force can cause an object at rest to start moving. Forces can cause
objects to speed up or slow down. Forces can cause a moving object to stop. Forces can also cause a change in direction. In short, forces cause changes in
motion. The moving object may change its speed, its direction, or both. We know that changes in motion require a force. We know that the size of the force
determines the change in motion. How much an objects motion changes when a force is applied depends on two things. It depends on the strength of the
force. It also depends on the objects mass. Think about some simple tasks you may regularly do. You may pick up a baseball. This requires only a very
small force.
questions: Would the mass of a baseball affect how much force you have to use to pick it up?
answer: No.
Is this answer True or False?

Response: False
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Test prompt example for AXb:

Context:
Read the sentence below and answer the question: The cat sat on the mat.
Question: The cat did not sit on the mat. True or False?
Answer:

Response: False

Test prompt example for AXg

Context:
Read the sentence below and answer the question: The taxpayer met with the accountant to get help filing his taxes.
Question: The accountant sought help filing taxes. True or False?
Answer:

Response: False

Test prompt example for BELEBELE:

Context:
Please read the following article and answer the questions:
Make sure your hand is as relaxed as possible while still hitting all the notes correctly - also try not to make much extraneous motion with your fingers. This
way, you will tire yourself out as little as possible. Remember there’s no need to hit the keys with a lot of force for extra volume like on the piano. On the
accordion, to get extra volume, you use the bellows with more pressure or speed.
Please answer the following multiple-choice questions:
According to the passage, what would not be considered an accurate tip for successfully playing the accordion? Options: (A) For additional volume, increase
the force with which you hit the keys (B) Keep unnecessary movement to a minimum in order to preserve your stamina (C) Be mindful of hitting the notes
while maintaining a relaxed hand (D) Increase the speed with which you operate the bellows to achieve extra volume Answer: (

Response: B

Test prompt example for CLTS:

Context:
简要概括以下文本：

温布尔登网球锦标赛官方微博发布消息称，全英草地网球俱乐部今天非常遗憾地决定，由于新冠状病毒疫情持续蔓延产生的公共卫生安全问

题，将取消2020年温布尔登网球锦标赛，第134届锦标赛将于2021年6月28日至7月11日举行。（原题为《2020年温网锦标赛取消将于2021年6月
至7月举行》）(本文来自澎湃新闻，更多原创资讯请下载“澎湃新闻”APP)
概括为：

Response:
由于新冠状病毒疫情持续蔓延产生的公共卫生安全问题，将取消2020年温布尔登网球锦标赛，第134届锦标赛将于2021年6月28日至7月11日举
行。
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Test prompt example for OpenBA-Chat:

Context:
Human: 你叫什么名字啊?
Assistant: 我叫OpenBA,是一款由苏州大学的自然语言处理实验室开发的大语言模型。
Human: 你是GPT架构的模型吗?
Assistant: 我不基于GPT架构开发,而是基于浅编码器-深解码器的架构开发的模型。
Human: 你会哪些语言?
Assistant:

Response:
在预训练及微调数据中,我学习了中英两种语言。正如我的名字OpenBA,我是一个双语(Bilingual)的模型。

Test prompt example for OpenBA-InstructGen:

Context:
Please generate the instruction according to the context I provide:
Nice to meet you! I am an AI assistant, how can I help you today?

Response:
Hello, nice to meet you!

Test prompt example for OpenBA-Tool:

Context:
Who wrote i got a brand new pair of rollerskates?

Response:
WikiSearch(“Brand New Key”) → People will take it any way they want to take it.” In a 2013 interview with music journalist Ray Shasho, Melanie revealed
the true origin of ”Brand New Key”: Of course I can see it symbolically with the key, but I just thought of roller skating. I was fasting with a twenty seven
day fast on water. I broke the fast and went back to my life living in New Jersey and we were going to a flea market around six in the morning. On the way
back ...and I had just broken the fast, from the flea market, we]Melanie

Appendix B Chinese Flan Collection

Example of Unified Json Format:
{
“instruction”: “请将输入的英语句子翻译成中文”,
“input”: “Yet not nearly enough has been invested in this effort.”,
“output”: “但目前这方面的投入还远远不够。”,
“domain”: “多领域”,
“task”: “机器翻译”
}

Figure B1 An example of the unified format of Chinese Flan Dataset.

As shown in Fig. B1, the unified format of each data includes “instruction”, “input”, “output”, “domain” and “task”, where “instruction” denotes the description of
the task that provides LLM with a clear purpose. “input” and “output” are the question and answer respectively. “domain” is the topic of the task, such as medicine,
news, etc. “task” indicates the type categorized into one of eighteen task types. Table B1 shows all the tasks and the source of the instruction datasets in each task.
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Task Source Dataset

Question Answering

[10] XQA

[5] ChineseDBQA

[1] Xquad

https://www.luge.ai/#/luge/dataDetail?id=40 ChineseBiomedicalQA

Text Classification

[3] XNLI

http://tcci.ccf.org.cn/conference/2014/dldoc/evtestdata6.zip Chinese News Categorization

https://tianchi.aliyun.com/dataset/133838?spm=a2c22.28136470.0.0.6e5a6a23SPZMrX&
from=search-list

TNEWS

https://huggingface.co/datasets/dirtycomputer/ChnSentiCorp htl all ChnSentiCorp htl all

https://storage.googleapis.com/cluebenchmark/tasks/iflytek public.zip iflytek

Sentiment Classification

[22] FewCLUE EPRSTMT

https://www.luge.ai/#/luge/dataDetail?id=25 ChnSentiCorp

https://www.heywhale.com/mw/dataset/5e09a9eb2823a10036b126c0/file BDCI 2019

https://www.luge.ai/#/luge/dataDetail?id=20 NLPCC14-SC

Named Entity Recognition
https://huggingface.co/datasets/msra ner MSRA NER

https://storage.googleapis.com/cluebenchmark/tasks/cluener public.zip CLUE Fine-Grain NER

Text Matching

[21] CLUE WSC 2020

[21] CMNLI

[8] OCNLI

https://www.luge.ai/#/luge/dataDetail?id=39 CINLID

https://tianchi.aliyun.com/dataset/106411 AFQMC

Text Summarization

[12] CSL

[7] WikiLingua Chinese

http://tcci.ccf.org.cn/conferen Weibo Oriented Chinese News Summarization NLPCC2015

Reading Comprehension

[21] C3

[4] CMRC2018

[14] DRCD

Question Generation
[17] DuReader QG

https://tianchi.aliyun.com/dataset/dataDetail?dataId=86895 TCM Literature Question Generation

Dialogue

[19] douban

[24] kdconv

https://www.luge.ai/#/luge/dataDetail?id=38 Chinese Persona Chat

Machine Translation

[6] mttt

[20] translation 2019 zh

[2] WMT19 en-zh

https://www.kaggle.com/datasets/garyongguanjie/wikititles-zhen wikititles en-zh

Cloze Test [23] ChiD

Text Generation [15] AdvertiseGen

Semantic Analysis [18] Math23K

Relation Extraction [11] DuIE2.0

Grammatical Error Correction [13] MD-SCS

Fact-checking [9] CHEF

Interpretable Evaluation [16] DuExplain

Event Extraction https://tianchi.aliyun.com/dataset/dataDetail?dataId=110904 tianchi event doclevel attr

Table B1 All types of tasks and the source of the instruction datasets in each task.
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