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This supplementary document consists of three main sections. In Appendix A, we introduce the five datasets used in this

paper, the theoretical model of photonic reservoir computing (PRC), and the min-entropy calculation method. In Appendix

B, we present the effects of four structure parameters,which contain the number of virtual node, injection strength, feedback

strength, and frequency detuning. We finally determine an optimal set of parameters. In Appendix C, we provide the PRC

evaluation results for the five datasets and compare them with National Institute of Standards and Technology Special

Publication (NIST SP 800-90B).

Appendix A Theoretical model of the PRC

Appendix A.1 Datasets

We use five representative simulated data sources to train and test the PRC model, including three pseudo random number

sequences generated using the Mersenne Twister algorithm: one that satisfies a discrete uniform distribution, one that

approximates a discrete uniform distribution, and one that is rounded to integers from a normal distribution. Additionally,

we use a M-sequence generated by linear feedback shift registers and a true random number sequence based on white chaos.

For the first four data sources, their theoretical min-entropy can be derived from the known probability distributions.

They are generated using the following distribution families adopted in [1] and [2]. For the first three data sources, we

generate 40 consecutive sequences, each containing 1 M samples. For the M-sequence, 1 M samples are generated for each

stage n (n = 8, 10, 12, 14, 16, 18).

Discrete Uniform Distribution: The samples, drawn from an independent and identically distributed source, are equally

likely.

Discrete Near-Uniform Distribution: All samples from an independent and identically distributed source have the same

probability, except for one sample which has a higher probability than the others.

Normal Distribution Rounded to Integers: The samples are normal distribution and rounded to integer values, which

come from an independent and identically distributed source.

M-sequence: A typical pseudo-random sequence generated by a linear feedback shift register.

For white chaos true random number sequences, we evaluate the min-entropy of the white chaos by retaining n (n =

1, 2, . . . , 8) most significant bits (MSBs). Each MSB contains a sample size of 1 M. The white chaos is experimentally

generated by optical heterodyning of two external-cavity lasers. More details on white chaos can be found in [3, 4].

Appendix A.2 Simulation model of the PRC

In our work, the whole working process in the reservoir can be modeled by Eq. (A1) and Eq. (A2) [5, 6]:

dE(t)

dt
=

1 + iα

2

{
G(N(t)−N0)

1 + ε |E(t)|2
−

1

τp

}
E(t) +

kf

τin
E(t− τ)exp(−i2πντ)

+
kinj

τin
Einj(t)exp(i2π∆νt) +

√
2βN(t)χ(t). (A1)

*Corresponding author (email: lipu8603@126.com)



Sci China Inf Sci 2

dN(t)

dt
= J −

N(t)

τs
−

G(N(t)−N0)

1 + ε |E(t)|2
|E(t)|2 . (A2)

Where E(t) is the complex electric field and N(t) is the average carrier density. The parameter kf is the feedback

strength of the response laser (R-L), and kinj is the injection strength from the drive laser (D-L) to the R-L. ν is the

frequency of the free-running R-L, and ∆ν is the frequency detuning from the D-L to the R-L. J is the injection current.

The linewidth-enhancement factor α = 5.0, the carrier density at transparency N0 = 1.4× 1024 m−3, the differential gain

coefficient G = 1.414 × 10−12 m3s−1, the gain saturation coefficient ε = 5 × 10−23, the internal cavity round-trip time

τin = 7.38 ps, the photon lifetime τp = 1.92 ps, the carrier lifetime τs = 2.5 ns, and the feedback delay time τ is 50

ns.
√

2βN(t)χ(t) represents the noise term, where χ(t) is a Gaussian noise with zero mean and unity variance, while β

represents the noise strength. In our simulation, β is set to 4.5×10−4 [7]. Considering that the masked input signal is used

to modulate the optical signal by phase modulation, the injection field Einj can be described as follows:

Einj(t) =
√

Idexp(iπS(t)), (A3)

where Id is the photon number of continuous-wave output from the D-L, Id = 3.757 × 1020. S(t) represents the masked

input signal.

Appendix A.3 Min-entropy calculation

Prediction-based methods for entropy evaluation predict the next sample based on the hidden relationships in previous

samples and evaluate the min-entropy based on the probability of the correct prediction. This approach corresponds to

these prediction-based tests in NIST SP 800-90B, namely the Multi Most Common in Window (MultiMCW) predictor, Lag

predictor, Multi Markov Model with Counting (MultiMMC) predictor, and LZ78Y predictor [5]. For a fair comparison these

four tests from NIST SP 800-90B are thus selected for comparison in our study. Each predictor provides a prediction result

when testing the output of entropy source. The min-entropy of the sequence is then calculated based on the probability

of correct prediction. Finally, the smallest value among the results obtained from these predictors is selected as the final

min-entropy of the entropy source. In our work, we use the first ten samples to predict the eleventh sample and calculate

the minimum entropy based on the probability of a correct prediction. Assuming that the sample size of the test set is N ,

and the number of correct predictions is NT . We can calculate the prediction accuracy Pr by Eq. (A4):

Pr =
NT

N
× 100%. (A4)

We calculate the global predictability and local predictability with the upper bound of the 99% confidence interval. The

global prediction probability Pglobal is calculated as shown in Eq. (A5):

Pglobal =


1− 0.011/N , Pr = 0,

min(1, Pr + 2.576

√
Pr(1− Pr)

N − 1
).

(A5)

The local prediction probability Plocal is calculated iteratively by Eq. (A6) and Eq. (A7) [2]:

0.99 =
1− x10Plocal

(r + 1− rx10)(1− Plocal)
×

1

xN+1
10

. (A6)

xi+1 = 1 + (1− Plocal)P
r
localx

r+1
i , (A7)

where x0 = 1. r denotes the number of consecutive correct predictions. Therefore, the min-entropy can be derived from

the following equation:

Hmin = −log2(max(Pglobal, Plocal)). (A8)

Appendix B Optimization process

We present the effects of four structure parameters,which are: virtual node count, injection strength, feedback strength,

and frequency detuning.

Appendix B.1 Relative error

In this paper, we select the normal distribution rounded to integers to train the PRC system model. Its theoretical min-

entropy is calculated to be 6.2039. We select 0.8 M samples for training and 0.2 M samples for testing. In order to quantify

the results of the min-entropy evaluation, we introduce the relative error, which is calculated as follows [8, 9]:

Relative error =

∣∣∣Hmin − Ĥmin

∣∣∣
Hmin

× 100%, (B1)

where Hmin is the theoretical min-entropy and Ĥmin is the evaluation result.
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Appendix B.2 Effect of the structure parameters

Figure B1 shows the effect of the number of virtual nodes N . The number of virtual nodes can be adjusted by altering the

node interval θ. When optimizing the number of virtual nodes N in PRC, we set other structure parameters as follows:

injection strength kinj = 0.15, feedback strength kf = 0.1 and frequency detuning ∆ν = 5 GHz. Under these parameter

configurations, the PRC system operates at the edge of the chaos region, exhibiting dual characteristics of nonlinearity and

dynamic stability. These two characteristics can provide better prediction performance of PRC. As shown in the figure, the

relative error initially decreases and then stabilizes as N increases. A smaller number of virtual nodes makes it difficult to

map the input signal to a higher dimensional space. As the number of virtual nodes increases, the dimension of the state

space also increases. However, a high number of virtual nodes can slow down the training process. Therefore, the number

of virtual nodes N is fixed to 5000, where the relative error is 0.0796.
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Figure B1 Effect of the number of virtual nodes N on the PRC performance.

After optimizing and fixing the number of virtual nodes N in PRC, we first investigate the effect of injection strength

kinj . Figure B2(a) shows the relationship between the injection strength kinj and the relative error. Here, the feedback

strength kf and frequency detuning ∆ν are set to 0.1 and 5 GHz, respectively. It can be seen that the relative error

initially decreases as the injection strength kinj increases and then stabilizes after 0.05. The smallest relative error, 0.0796,

is observed at an injection strength of 0.3. Figure B2(b) presents the bifurcation diagram of the R-L output as a function

of injection strength. It can be observed that output state of the R-L is in the injection-locked state when the injection

strength is 0.3. In this state, the system can maintain optimal consistency, which is one of the key characteristics that PRC

must satisfy [11,12].

Figure B2 (a) Relative error versus the injection strength kinj for kf = 0.1 and ∆ν = 5 GHz. (b)Bifurcation diagram of the

R-L output with increasing of the injection strength.

Figure B3(a) examines the effect of the feedback strength kf . Here, the injection strength kinj and frequency detuning

∆ν are set to 0.3 and 5 GHz, respectively. As the feedback strength kf increases, the relative error decreases at first,

reaching a minimum value of 0.0664 at kf = 0.1. By continuing to increase the feedback strength kf , the relative error

gradually increases again. This is because as the feedback strength kf increases, R-L gradually enters a chaotic state. From

the bifurcation diagram shown in Figure B3(b), it can also be seen that as the feedback strength increases, the output state

of R-L gradually transitions from a steady state to a chaotic state. During this process, the system becomes more sensitive

to changes in initial conditions, making it unable to maintain good short-term memory, which leads to a decline in PRC

performance [12].
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Figure B3 (a) Relative error versus the feedback strength kf for kinj = 0.3 and ∆ν = 5 GHz. (b) Bifurcation diagram of the

R-L output with increasing of the feedback strength.

Finally, we discuss the effect of the frequency detuning ∆ν, as shown in Figure B4. Here, the injection strength kinj

and feedback strength kf are set to 0.3 and 0.1, respectively. Figure B4(a) illustrates the relationship between frequency

detuning ∆ν and relative error. The relative error initially decreases and then increases as the frequency detuning ∆ν

increases. The relative error reaches a minimum of 0.0573 at ∆ν = −5 GHz. Figure B4(b) presents the bifurcation diagram

as a function of frequency detuning ∆ν. From the bifurcation diagram, it can be seen that the R-L is at the edge of the

chaotic region when ∆ν = −5 GHz, at which point the PRC provides good non-linearity.

Figure B4 (a) Relative error versus the frequency detuning ∆ν for kinj = 0.3 and kf = 0.1. (b) Bifurcation diagram of the R-L

output with increasing of the frequency detuning.

Appendix C Evaluation results and analysis

After training the PRC structure parameters by simulating the source with a normal distribution, we evaluate 40 sets of

data with several other distributions, quantized into different bits.

Figure C1(a) describes the evaluation results for the simulated sources with uniform distributions. It can be seen that

PRC provides accurate evaluation results, which coincide with the theoretical min-entropy. However, NIST SP 800-90B

underestimates the min-entropy of the entropy source at higher bits, possibly due to overfitting. Figure C1(b) shows the

evaluation results for near-uniform distributions. Both PRC and NIST SP 800-90B provide more accurate evaluations.

Their results at lower bits align with the theoretical min-entropy, while they are overestimated at higher bits. Figure

C1(c) shows the evaluation results for normal distributions. From the figure, it can be seen that NIST SP 800-90B grossly

underestimates the min-entropy of the entropy source. The results of the PRC evaluation, although also biased, are more

accurate compared to those of NIST SP 800-90B.

Subsequently, we calculate the mean relative error between the lowest NIST SP 800-90B evaluation value and the PRC

evaluation value for 40 sequences from each class of simulated sources to quantify the evaluation results, as a way to

compare the evaluation performance of the two models. The mean relative error is the average of the relative errors of the

min-entropy evaluation results for 40 sequences generated from each class of entropy source. As shown in Table C1, the

mean relative error of the PRC evaluation results is lower than that of NIST SP 800-90B for all three types of simulated

sources evaluated.

We further evaluate the min-entropy of the M-sequence to compare the performance of NIST SP 800-90B and PRC. The

theoretical min-entropy of a periodic sequence is 0. As shown in Table C2, PRC provides completely accurate evaluation

results at lower stages. Although the results become biased at higher stages, they are still better compared to all four

predictors of NIST SP 800-90B.
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Figure C1 Comparison of the PRC and NIST SP 800-90B evaluation results for (a) uniform distributions, (b) near-uniform

distributions, and (c) normal distributions.

Table C1 Mean relative error of different predictors estimations results.

Simulated data sets NIST SP 800-90B (%) PRC (%)

Uniform 2.70 2.49

Near-uniform 2.36 2.23

Normal 4.94 4.06

Table C2 Estimated results for M-sequence (theoretical min-entropy Hmin = 0.000).

Stage 8 10 12 14 16 18

MultiMCW 0.991 0.996 0.988 0.989 0.993 0.999

Lag 1.000 1.000 1.000 1.000 1.000 1.000

MultiMMC 0.000 0.000 0.000 0.000 0.000 1.000

LZ78Y 0.991 0.994 0.997 0.996 0.996 0.997

PRC 0.000 0.000 0.000 0.000 0.000 0.891

Figure C2 Min-entropy of the PRC predictor and NIST SP 800-90B predictor for n MSBs of white chaos.

To further validate the performance of the PRC method in min-entropy evaluation, we applied it to TRNGs. As shown

in Figure C2, we evaluate the min-entropy of the white chaos by retaining n (n = 1, 2, . . . , 8) MSBs. It can be seen that

the min-entropy increases monotonically with the number of retained MSBs, and PRC yields a lower entropy evaluation

value than NIST SP 800-90B.
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