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In process industries, it is crucial to maintain operational pa-

rameters within a designated steady-state operating point to

ensure product quality and operational efficiency. However,

steady-state drift (a gradual shift in key parameters occurs

over time even when the system is intended to be under

stable conditions) can lead to significant production losses,

safety risks, and increased operational costs. Therefore, ac-

curately detecting steady-state drift is essential for main-

taining stable, safe, and optimized operating conditions.

The concept of drift detection, first introduced by Schlim-

mer in 2004, has evolved from simple univariate methods

to sophisticated multivariate techniques designed to effec-

tively monitor dynamic changes in process industries. Ini-

tially, techniques such as CUSUM were employed to track

basic statistics like mean and variance [1]. As the field ad-

vanced, more nuanced methods, such as the Page-Hinkley

Test (PHT) and Adaptive Windowing (ADWIN), were de-

veloped to detect both abrupt and gradual changes by dy-

namically adjusting to new data distributions [2]. Recog-

nizing the complexity of industrial data, drift detection has

expanded from monitoring univariate data to incorporat-

ing multivariate datasets, combining proven univariate tech-

niques to handle more complex, interdependent variables.

Techniques like change detection based on density (CDBD)

and the kdq-Tree algorithm, along with principal component

analysis for change detection (PCA-CD), have significantly

improved the detection of meaningful changes in data distri-

butions, making these methods crucial for ensuring accuracy

and robustness in drift detection within multivariate pro-

cesses [3, 4]. This work introduces an innovative ensemble

approach that combines the applicability of multiple vari-

ables with the flexibility of conceptual drift detection. The

main contributions of this work are as follows.

(1) Introduce a structuring method that modules multi-

variables into models, capturing their shared structural and

temporal properties in process industries. This enhances the

ability to manage complex datasets and ensures the accu-

racy and relevance of data-driven models.

(2) Propose an ensemble drift detection algorithm that

integrates these modular structures, improving sensitivity

to changes and adaptability in real-time monitoring scenar-

ios.

Construction of the ensemble multivariate detection sys-

tem. An overview to detect multivariate steady-state drifts

is shown in Figure 1. Two main methods are included: the

method to structure process variables into multiple modules

and ensemble methods to detect drifts.

Structuring process variables means to categorize an in-

put vector X = [x1, . . . , xi] into categorical and numerical

types based on their inherent characteristics. Subsequent

to categorization, temporal feature extraction is utilized to

further dissect the numerical variables by extracting critical

temporal features such as changing trends, changing rates,

and noise levels. These features are essential for understand-

ing the dynamic behaviors of the process variables over time.

The categorized variables and their identified time series fea-

tures are then subjected to clustering, facilitated by cluster-

ing, which groups them into three principal modules based

on their similarities and temporal patterns (categorical or

sudden time series, numerical, and incremental time series).

Each module aggregates variables that share similar behav-

iors and characteristics, thereby enabling a more targeted

and efficient monitoring of potential drifts. The output of

this systematic and modular approach is a set of well-defined

modules, each designed to optimize the drift detection pro-

cess by focusing on the distinct attributes and dynamics of

grouped variables.

An ensemble drift detection method is designed to iden-

tify drifts in modularized data. The function calculates an

average drift score for moduled variables with categorical

characteristics or sudden time-series changes for each mod-

ule by detecting small shifts in the mean. For each variable

x, calculate the positive deviation d+ and negative deviation

d−, respectively, i.e.,

d+ = x− k, (1)

d− = k − x. (2)
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Figure 1 Overview of the ensemble multivariate drift detection.

Based on the deviation, update the positive statistic C+ and

the negative statistic C−,

C+ = max(0, C+ + d+), C− = max(0, C− + d−). (3)

If C+ or C− exceeds the threshold h, which is determined

based on the statistical feature, then set the alarm flag to

true and exit the loop, and the drift gets the score.

For moduled variables with numerical characteristics and

incremental time-series changes, the function uses an ensem-

ble of weak learners to determine drift based on prediction

accuracy. These scores are then combined using a weighted

average to produce a final ensemble drift score. For each

variable x, a base classifier ht is trained using the current

weight distribution D, where t is the iteration. Based on ht,

obtain a function from x to Yt, and calculate the error ǫt of

ht, i.e.,

ǫt =

∑

N

i=1
D[i] · I(Y [i] 6= Yt[i])
∑

N

i=1
D[i]

. (4)

The weight αt of classifier ht can be calculated, and the

weights W can be updated by

αt = ln

(

1− ǫt

ǫt

)

. (5)

Update the weight distribution D to ensure it sums to 1.

Finally, the classifier ht is appended to the list H.

Experiments and results. In a detailed evaluation con-

ducted on a hot-dip galvanizing production line in cen-

tral China, we compared the effectiveness of three distinct

groups of detection methods on data collected from 50 coils,

encompassing 200 timestamp samples per coil, which in-

cluded 120 drifts, 80 incremental, and 40 sudden. Tra-

ditional univariate methods like CUSUM, PH, and AD-

WIN, employed by Group A, proved more effective in de-

tecting sudden drifts due to their focus on individual vari-

ables, which can miss nuanced inter-variable interactions.

Conversely, Group B’s multivariate approaches are effective

across multiple variables, but lack the necessary structural

insights for process analysis. Our proposed ensemble model

in Group C integrates structured data analysis, significantly

enhancing detection accuracy for both sudden and incremen-

tal drifts by effectively leveraging the relationships and de-

pendencies among variables. This comprehensive approach

not only improved detection timing as indicated by vertical

lines and green triangular markers in our results but also

demonstrated superior ability in context-specific drift iden-

tification, outperforming the other groups in both sudden

and incremental drift scenarios, thus confirming the value

of structured, ensemble data analysis in complex process

environments.

Conclusion. This study introduces a novel ensemble mul-

tivariate detection method to identify steady-state drifts.

The proposed approach involves a multivariate structuring

technique to capture and modularize variables’ temporal and

structural characteristics, thereby enhancing the model’s ac-

curacy and relevance. Additionally, an ensemble drift detec-

tion algorithm combines sensitivity to changes with adaptive

learning, reducing the risk of overfitting and enhancing over-

all detection performance by averaging out the biases and

variances of individual models.
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