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As one of the most fundamental concepts in non-cooperative

dynamic games, the dynamic Nash equilibrium has garnered

great significance in the past few decades. Unfortunately,

the calculation of dynamic Nash equilibria is tricky due to

the existence of coupling constraints between agents. Within

the realm of static games, Rosenthal [1] proposed the notion

of potential games by introducing a fictitious function called

the potential function, whose pure Nash equilibrium can be

directly derived via maximizing the potential function. In-

spired by static potential games, a special class of dynamic

games, called dynamic potential games, has been proposed

by associating with an optimal control problem, the dynamic

Nash equilibrium of which can be easily obtained by solving

the corresponding optimal control problem [2].

Different from static games, Nash equilibrium strategies

in dynamic games vary in terms of the information structure

(e.g., open-loop information structure, feedback information

structure). Li et al. [3] proposed a mathematical model of

logical dynamic games, which incorporate logical networks

to describe the evolution of external states. By associating

an optimal control problem with a logical dynamic game,

the concept of logical dynamic potential games was pro-

posed, along with its verification criteria and dynamic Nash

equilibria analysis under a feedback information structure.

However, the verification criterion given in [3] fails to pro-

vide a display representation of the corresponding optimal

control problem, and the logical dynamic games can only

depict finite-valued deterministic systems.

In this paper, we consider open-loop potential games over

probabilistic Boolean dynamics. The main contributions are

summarized as follows. (i) The verification of an open-

loop potential probabilistic dynamic Boolean game (OL-

PPDBG) is transformed into verifying whether a series of

static subgames are potential games. (ii) A feasible neces-

sary and sufficient condition is proposed for the determina-

tion of an OL-PPDBG, along with an algorithm realizing

it.

Consider a game played by n agents, where each agent de-

cides in a dynamic environment with available information

about the state of the system. The system evolves according

to the following probabilistic Boolean networks:

xi(t+ 1) = fi(x1(t), . . . , xm(t), u1(t), . . . , un(t)), (1)

where xi(t) ∈ Xt
i = D, i = 1, . . . ,m and uj(t) ∈ U t

j = D,

j = 1, . . . , n are the states of subsystem i and actions of

agent j. fi : Dm ×Dn → D, i = 1, . . . ,m are logical func-

tions chosen from a finite candidate set Fi = {f1
i , . . . , f

li
i }

with a given probability Pr(fi = f
j
i ) = p

j
i satisfying

∑li
j=1 p

j
i = 1. Denote the state vector and action vector

as x(t) = [x1(t), . . . , xm(t)] and u(t) = [u1(t), . . . , un(t)].

We focus on a finite-horizon optimization problem over time

periods {0, 1, . . . , T}. The objective function for agent i is

Ji(x(0), u) = E

[

T
∑

t=0

wi(x(t), u(t)) + φi(x(T + 1))

]

, (2)

where x(0) is the initial state, u = {u(0), . . . , u(T )} is

an admissible action sequence, E is the expectation, wi :

Dm × Dn → R is the stage cost function for agent i, and

φi : Dm → R is the terminal cost function. The probabilis-

tic Boolean dynamics (1) with an objective function (2) is

called a PDBG.

The action ui(t) taken by agent i is determined by a map-

ping µi(·, ·) : Dm×N → D, i.e., ui(t) = µi(x(0), t), in which

case the information structure of agent i is open-loop pat-

tern. All agents take their own strategy based on a given

x(0), hence we no longer distinguish ui(t) and µi(x(0), t).

Denote ui = [ui(0), . . . , ui(T )] and u = (ui, u−i) ∈ U , where

U is the admissible joint action sequence set.

Definition 1 ([4]). An admissible action sequence u∗ =

(u1∗, . . . , un∗) is called a pure strategy open-loop Nash equi-

librium (OLNE) of the dynamic game (1) and (2) if

Ji(x(0), u
i∗, u−i∗) 6 Ji(x(0), u

i, u−i∗), i ∈ N. (3)

By Definition 1, the existence of OLNE is equivalent to

solutions of the following optimal control problem:

min
ui

E

[

T
∑

t=0

wi(x(t), ui(t), u
∗

−i(t)) + φi(x(T + 1))

]

s.t. x(t+ 1) = f(x(t), u(t)),

(4)

where i ∈ N, f = [f1, . . . , fm].
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Note that it is difficult to find an OLNE since n opti-

mal control problems in (4) are coupled with each other, let

alone that the state variables x(t) (constrained by the sys-

tem dynamics) are also included in (4). In this paper, we

focus on a special class of PDBGs that admits a potential

game structure, called OL-PPDBGs.

The OL-PPDBG is defined based on the existence of the

following optimal control problem that must be solvable and

satisfy some conditions. An optimal control problem with

probabilistic Boolean dynamics is described as

min
u

J(x(0), u) = E

[

T
∑

t=0

gt(x(t), u(t)) + hT+1(x(T + 1))

]

s.t. x(t+ 1) = f(x(t), u(t)), (5)

where gt : Dm ×Dn → R is the stage cost function at each

time step, and hT+1 : Dm → R is the terminal cost function.

Definition 2. The PDBG (1) and (2) is called an OL-

PPDBG if there exists a solvable optimal control problem

(5), such that for all i ∈ N , and for ûi(t), ui(t) ∈ U t
i ,

t ∈ [0 : T ], ∀u−i(t) ∈ U t
−i, ∀u(0), . . . , u(t − 1),

Ji(x(0), Ht)−Ji(x(0), Ĥt) = J(x(0), Ht)−J(x(0), Ĥt) (6)

holds, where

Ht=(u(0), . . . , u(t−1), (ui(t), u−i(t)), u
∗(t+1), . . . , u∗(T )),

Ĥt=(u(0), . . . , u(t−1), (ûi(t), u−i(t)), u
∗(t+1), . . . , u∗(T ))

with u∗ = (u∗(0), . . . , u∗(T )) being the solution of the opti-

mal control problem (5). In such case, Eq. (5) is called the

associated optimal control problem for the OL-PPDBG.

In the following, the conditions, under which a PDBG

admits a potential structure, are proposed relying on some

constructed static subgames. The value function of agent

i ∈ N at time t is constructed according to (4) as

EV i
t (x(t)) = min

ui(t),...,ui(T )
E

[

T
∑

p=t

wi(x(p), ui(p), u
∗

−i(p))

+ φi(x(T + 1))

]

, ∀i = 1, . . . ,m, (7)

where u∗ is an OLNE. An equivalent transformation of (7)

yields that EV i
t (x(t)) satisfies the following dynamic pro-

gramming equation:

EV i
t (x(t)) = min

ui(t)
E[V i

t+1(f(x(t), ui(t), u
∗

−i(t)))

+ wi(x(t), ui(t), u
∗

−i(t))], ∀i = 1, . . . , m, (8)

and EV i
T+1(x(T + 1)) = Eφi(x(T + 1)), ∀i =

1, . . . ,m. For each time t = 0, 1, . . . , T , a static sub-

game, denoted by Gt(Ex(t)), is defined as Gt(Ex(t)) =

(N, {U t
i }, {r

i
t(Ex(t), ·)}), where Ex(t) ∈ Xt is the expecta-

tion of the state at time t, the cost function of agent i is

rit(Ex(t), u(t)) = E[wi(x(t), u(t))+V i
t+1(f(x(t), u(t)))]. (9)

Theorem 1 (Subgame condition). The PDBG (1) and (2)

is an OL-PPDBG, if and only if for any t ∈ [0 : T ], there

exists a function vt(Ex(t), u(t)) such that Gt(Ex(t)) is a po-

tential game for every Ex(t) ∈ Xt with vt(Ex(t), u(t)) being

its potential function.

Remark 1. The proposed result is still valid in the case

that the game considered degenerates into a deterministic

logical dynamic game studied in [3]. The results proposed

in [3] require that the optimal control problem (5) is known,

while the proof of Theorem 1 gives a way to constructing

such an optimal control problem.

Proposition 1. An action sequence u∗ = (u1∗, . . . , un∗)

is an OLNE of the OL-PPDBG, if and only if, u∗(t) =

[u∗

1(t), . . . , u
∗

n(t)] is a pure Nash equilibrium of the subgame

Gt(Ex(t)).

In what follows, we propose a feasible approach to the de-

termination of OL-PPDBGs via potential equations. To this

end, the algebraic form of (1) obtained by using semi-tensor

product (STP) is

E~x(t+ 1) = LE~x(t)~u(t), (10)

where ~x(t) = ⋉m
i=1~xi(t), ~u(t) = ⋉n

i=1~ui(t), and L ∈

Υ2m×2m+n . For each subgame Gt(Ex(t)), t ∈ [0 : T ], the

cost of agent i can be expressed by

rit(Ex(t), u(t)) = Vwi
E~x(t)~u(t) + V i

t+1LE~x(t)~u(t),

where V i
T+1 = Vφi

, Vwi
and Vφi

are the structure vectors of

wi and φi. Then we can get the payoff vector of Gt(Ex(t))

for agent i, i.e., V i
Gt(Ex(t))

= Vwi
E~x(t) + V i

t+1LE~x(t).

Theorem 2 (Potential equation condition). The PDBG

(1) and (2) is an OL-PPDBG, if and only if for ∀t ∈ [0 : T ],

the following two conditions hold.

(1) For each Ex(t) ∈ Xt leading to a subgame Gt(Ex(t)),

the following matrix equation is solvable:

ΞξGt(Ex(t)) = V T
Gt(Ex(t))

, (11)

where Ξi = I2i−1 ⊗ 12 ⊗ I2n−i , i = 1, 2, . . . , n, VGt(Ex(t)) =

[V 2
Gt(Ex(t))

− V 1
Gt(Ex(t))

, . . . , V n
Gt(Ex(t))

− V 1
Gt(Ex(t))

],

Ξ =

















−Ξ1 Ξ2 0 · · · 0

−Ξ1 0 Ξ3 · · · 0

...
...

...
...

−Ξ1 0 0 · · · Ξn

















, ξGt(Ex(t)) =

















ξ1
Gt(Ex(t))

ξ2
Gt(Ex(t))

.

..

ξn
Gt(Ex(t))

















.

(2) The following equation is solvable:

VtE~x(t)~u(t) = VEx(t)~u(t), (12)

where Ex(t) ∈ Xt, u(t) ∈
∏n

j=1 U
t
j , VEx(t) is the structure

vector of the potential function of subgame Gt(Ex(t)), and

obtained by

VEx(t) = V 1
Gt(Ex(t))

− (ξ1Gt(Ex(t))
)T(1T

2 ⊗ I2n−1).

Based on Theorem 2, an algorithm is presented in Ap-

pendix C to verify whether a given PDBG (1) and (2) is an

OL-PPDBG or not.
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