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Synthesizing novel views of a scene and reconstructing a

3D scene from a sparse set of captured images has been

a long-standing challenge in computer vision. Neural ra-

diance fields (NeRF) [1] is a seminal work that introduced

a breakthrough approach to 3D reconstruction and novel

view synthesis. NeRF differs from traditional 3D recon-

struction methods, which represent scenes using explicit

structures such as point clouds, grids, and voxels. NeRF

sampling points along each ray, determine the 3D location

x = (x, y, z) of each sampling point and the 2D viewing di-

rection d = (θ, φ) of the ray. These 5D vectors are then fed

into a neural network to obtain the color c = (r, g, b) and vol-

ume density σ of the sampling point. In other words, NeRF

constructs a field parameterized by an multilayer perceptron

(MLP) neural network Fθ : (x, d) → (c, σ) to reconstruct

the scene and continuously optimize parameters θ. However,

the traditional NeRF method requires nearly a week to train

a single scene. In addition, rendering speed is slow, generat-

ing a single image takes several minutes, and the resulting

scene reconstruction often lacks fine detail [2].

Accelerating convergence and improving the quality of ra-

diance field reconstruction are critical challenges in NeRF.

Instant-NGP [3] demonstrates that by using multi-resolution

hash coding and optimizing the sampling structure, train-

ing time can be reduced, and volume rendering can enable

real-time scene visualization. However, artifacts, floating

objects, and time-consuming processes persist in scenes re-

constructed via Instant-NGP. Additionally, Instant-NGP in-

curs a high computational cost for rendering each ray. To

address these issues, we propose using pseudo-depth as su-

pervisory information for NeRF to accelerate convergence

and enhance reconstruction quality. Pseudo-depth supervi-

sion increases the volume density (σ) of sampling points on

the object surface, significantly reducing rendering time.

Taking depth into account, we define the loss as follows:

L(θ) = Lrgb(θ) + LD(θ). (1)

The total loss comprises two components as follows: color

loss and depth loss. The color loss resulting from the L2

photometric reconstruction was consistent with the original

NeRF,

Lrgb(θ) =
∑

r∈R

∥

∥

∥Ĉ(r)−C(r)
∥

∥

∥

2

2
, (2)

where R is the set of rays in each batch. Ĉ(r) is the color

obtained via volume rendering. C(r) is the ground truth

RGB colors for ray r.

Ĉ(r) =
N
∑

i=1

Ti (1− exp(−σiδi)) ci,

Ti = exp



−

i−1
∑

j=1

σjδj



 , δj = tj+1 − tj .

(3)

A ray emitted from the camera to an image pixel is de-

fined as r(t) = o + td and δj represents the distance be-

tween two consecutive sampling points along the ray. The

pixel color is computed using volume rendering in (3), which

allows the color loss to be calculated.

Using an RGB-D camera provides dense depth values;

however, it entails high acquisition costs and alignment chal-

lenges. Rotation and translation differences between the

depth and RGB cameras caused inconsistencies in the pixel

coordinate positions for surface points across the two cam-

eras. In addition, the cameras may have different reso-

lutions, with depth cameras typically offering lower reso-

lution. In outdoor environments, ambient light can lead

to inaccurate depth measurement, and the RGB-D camera

measurement range is often too limited. Considering these

challenges, unlike other methods that rely on depth super-

vision from RGB-D cameras or other sensors, the proposed

method derives depth information during the camera pose

estimation process.

General NeRF relies on structure-from-motion solvers

such as COLMAP [4] to estimate camera poses. During
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Figure 1 (Color online) Comparison of performance across different methods. (a) Rendering results of various methods at differ-

ent epochs; (b) per-pixel rendering cost for different methods (brighter regions indicate a higher cost); (c) effectiveness of floating

object removal; (d) evaluation metric results. PSNR: peak signal-to-noise ratio; SSIM: structural similarity index measure; LPIPS:

learned perceptual image patch similarity. The best results are in bold.

this process, sparse point clouds are generated. By align-

ing the camera and the point cloud in the same coordinate

system, we obtain the pseudo-depth by calculating the dis-

tance between the sparse point cloud and the camera po-

sition. This computation incurs minimal overhead and is

compatible with any NeRF model. Unlike DS-NeRF [5],

which may reduce image resolution to ensure sufficient fea-

ture points, the proposed method is better suited for high-

resolution images and does not require resolution reduction

during training. Compared with DS-NeRF, our depth esti-

mation approach is simpler and more effective. Furthermore,

the proposed NeRF model significantly reduces the training

and inference time.

Feature points are typically characterized by invariance

to scaling, translation, rotation, and brightness changes.

However, the feature points extracted from an image are

highly sparse. Moreover, during camera pose estimation,

only a small subset of these points satisfies the multi-view

constraint (i.e., having a reprojection error below a certain

threshold), which makes the resulting feature point cloud

extremely sparse. Our analysis shows that feature points

account for approximately 1/3000 of the total pixels in an

image.

For deep supervision, a higher number of feature points is

beneficial; however, this increases the preprocessing time sig-

nificantly. To balance computational efficiency and improve

loss convergence stability, we address the issue of sparse fea-

ture points by sampling pixels near them using a Gaussian

distribution. The proposed method enhances the effective-

ness of deep supervision without introducing excessive com-

putational overhead. The Gaussian distribution function is

defined in (4).

Because the surface of an object is continuous, it can gen-

erally be assumed that the distance between a point near a

feature point and the camera varies only slightly. This as-

sumption holds more reliably at points closer to the feature

point. Therefore, a Gaussian distribution function that fol-

lows this trend is used to represent confidence in describing

a point that conforms to this assumption.

ωri = exp

(

−
(x− xi)

2

2f

)

exp

(

−
(y − yi)

2

2f

)

, (4)

where ωri represents the confidence of the pixel depth cov-

ered by a feature point. The threshold for ωri is 0.01.

When ωri 6 0.01, ωri = 0. The scaling factor f ensures

that the pixels in the regions covered by all feature points
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make up approximately 0.6% of the entire image. Experi-

ments have shown that selecting sampling points to occupy

0.6% of the image achieves effective supervision with min-

imal computational overhead. For an image resolution of

1600 × 1600, f = 1. The coordinates of a feature point are

denoted as (xi, yi).

ωr =


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(5)

D(r) =
ωr1Dr1 + ωr2Dr2 + · · ·+ ωrnDrn

ωr

, (6)

where Dri denotes the pseudo-depth value of a feature point.

A single pixel may be covered by multiple feature points;

thus, we apply (6) to weight the depth contribution from

each feature point. Additionally, Eq. (5) ensures that the

total weight assigned to each depth does not exceed 1. The

final pseudo-depth value used for supervision is defined as

D(r).

We store the pixel coordinates in 1D format and manage

the depth map (D(r)) and weight map (ωr) using HashMap.

Compared with uncompressed storage (matrix-based meth-

ods), using a HashMap reduces memory usage by more than

90%. Furthermore, to scale the model for large scenes while

minimizing GPU memory consumption, we store the image

in host memory.

LD(θ) =
∑

r∈G

ωr

∥

∥

∥
D̂(r) −D(r)

∥

∥

∥

2

2
. (7)

Eq. (7) is the depth loss, G represents the set of rays

in each batch for which ωr is non-zero. The predicted

depth value is obtained through volume rendering as D̂(r) =
∑N

i=1
Ti(1−exp (−σiδi))ti. ti is the distance from the cam-

era origin to the sampling point along the ray.

Experiments and analysis. We evaluated the proposed

method using the “Pinecone” dataset (4032 × 3024) from

NeRF real 360 as Dataset1 and the “garden” dataset (1297

× 840) from 360 v2 [6] as Dataset2. The upper layer in

Figure 1(a) presents the results obtained by incorporat-

ing pseudo-depth supervision. At epoch 30000, the PSNR

surpasses the PSNR of the original Instant-NGP at epoch

50000. Additionally, at epoch 500, the PSNR of the model

with pseudo-depth supervision was considerably higher than

that of the model without it, demonstrating that PD-NeRF

approached convergence much earlier. This result indicates

that although the final radiance field eventually converges,

pseudo-depth supervision considerably accelerates the con-

vergence rate. On the left side of Figure 1(b), the radiance

field without depth supervision contains a noticeably larger

white region (indicating high rendering overhead) compared

with the right side, which suggests increased rendering time.

Figure 1(c) further demonstrates that pseudo-depth super-

vision effectively reduces floating artifacts in the radiance

field, thereby improving the overall quality of the 3D recon-

struction.

In Figure 1(d), at epoch 50000, we compared the pro-

posed model with Instant-NGP using three evaluation met-

rics as follows: PSNR, SSIM [7], and LPIPS [8]. The re-

sults demonstrate that the proposed model performs well on

Dataset1 and Dataset2 consistently outperforming the orig-

inal radiance field without pseudo-depth supervision across

all metrics. In terms of PSNR, the proposed model achieved

an improvement of 0.285 (22.000 vs. 22.285) on Dataset1

and 0.257 (24.451 vs. 24.708) on Dataset2 compared with

Instant-NGP. These improvements indicate that our ren-

dered images align more closely with human perception.

The proposed method achieved a considerably higher

frame rate than the original approach, demonstrating a sub-

stantial reduction in rendering overhead. Additionally, the

proposed model convergence time measured as the time re-

quired to reach the same PSNR value was reduced by nearly

20% (468 s vs. 386 s).

Conclusion. The proposed method achieved strong re-

sults across all metrics. By leveraging the proposed pseudo-

depth supervision, we effectively accelerate the convergence

of the radiance field, significantly reduce the computational

overhead of volume rendering, and eliminate floating arti-

facts to enhance the reconstruction quality. Unlike tradi-

tional depth estimation methods that rely on external sen-

sors, pseudo-depth is obtained by computing the distance

between the camera coordinates and feature points. This

approach is highly effective and computationally efficient;

thus, it is adaptable to all NeRF models. In future work, we

plan to continue optimizing our NeRF to improve its perfor-

mance in more complex environments while further reducing

computational costs.
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