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Continual test-time adaptation (CTTA) [1] is a recently

emerged method, which is used for the adaptation of a pre-

trained source model to continuously evolving target distri-

butions during test time. Its purpose is to accommodate the

dynamic nature of real-world environments. CTTA is gen-

erally performed online; it processes unlabeled target data

sequentially and adapts the model to each incoming data

batch before the model starts making predictions.

A major problem in CTTA is catastrophic forgetting,

where the model “forgets” the previously acquired knowl-

edge as it continuously adapts to dynamic data distribu-

tions. To overcome this problem, previous studies have

typically incorporated an additional regularization term to

constrain the variation of model parameters. However, these

studies cannot fundamentally resolve catastrophic forgetting

because they rely on a single shared model, which should

adapt to all target domains, inevitably leading to severe in-

terdomain interference. When the shared model adapts to

new target domains, its parameters are updated to optimize

its performance on the new data. This process involves the

risk of overwriting parameters that were crucial in previous

domains, leading to catastrophic forgetting. Therefore, to

fundamentally resolve catastrophic forgetting, it is essential

to allow different domains to be learned in a separated way

for CTTA.

In this study, we propose a novel dynamic prompt alloca-

tion and tuning (PAINT) method for CTTA. This method is

based on recent advances in prompt tuning for deep neural

networks. In prompt tuning, a few learnable prompt tokens

are used as extra inputs to facilitate the rapid adaptation

of a pretrained model to downstream tasks. Specifically,

PAINT introduces domain-specific prompts for individual

target domains, thereby partially disentangling the parame-

ter space across different domains. During adaptation, sam-

ples from a target domain are expected to contribute solely

to the optimization of their corresponding domain-specific

prompts. Given the absence of domain identity for target

samples, PAINT employs a query mechanism to dynamically

determine whether the current samples come from a known

or a new domain. For a known domain, the corresponding

domain-specific prompt is directly selected from a memory

buffer, whereas for a previously unknown domain, a new

prompt is allocated in the buffer. Prompt tuning is subse-

quently performed using mutual information maximization

along with structural regularization. The conceptual frame-

work of PAINT is illustrated in Figure 1.

Problem definition. In CTTA, test samples obtained from

continuously evolving target domains arrive sequentially in

batches. Let B = {x1,x2, . . . ,xB} be a batch of samples

obtained from a certain target domain, where B is the batch

size. A pretrained model adapts to B by updating its param-

eters with one gradient step; then, the model makes online

predictions for each sample xi ∈ B. Note that the domain

identity of test samples and the total number of target do-

mains are unknown. As a standard practice in CTTA, we

consider the K-way image classification task and assume

that all domains share the same category space.

Dynamic prompt allocation. In the proposed PAINT

method, we employ a query mechanism to authorize test

samples to decide by themselves which prompt to employ. A

memory buffer M = {(k1,P1), (k2,P2), . . .} is maintained

to store domain-specific prompts, where each prompt Pj is

paired with its corresponding key kj . Initially, M is empty

and gradually expands as target samples arrive.

Upon receiving a batch of samples B, the pretrained

source model is used as a frozen feature extractor to ob-

tain the visual features qi for each sample xi ∈ B. xi uses

qi as a query and retrieves the most appropriate prompt

by matching qi with each prompt key kj obtained from the

memory buffer M. We empirically used the cosine similarity

as the matching function. All samples in B can make their

own choices. Then, their choices are aggregated via major-

ity voting to select the optimal prompt for each data batch;

this is defined as Ps and is paired with key ks. In this study,

we assume that each batch of target samples belongs to a

single target domain; this is in line with the assumptions
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Figure 1 (Color online) Conceptual framework of the proposed PAINT method for CTTA.

made in most previous studies on CTTA [1, 2].

Note that data batch B probably comes from a target do-

main that has not been encountered before; as a result, none

of the prompts in M corresponds to the domain of B. To

overcome this problem, we measure the reliability rs of the

selected prompt Ps; rs is calculated as the average match-

ing score between the key ks and all samples in B. If rs

exceeds a predefined threshold η, Ps is considered a reliable

prompt for the domain to which B belongs. Otherwise, Ps

is discarded, and a new prompt is initialized in M to serve

as the selection for B. More details of the prompt allocation

process can be found in Appendix B.2.

Prompt tuning. After determining the domain-specific

prompt Ps that is suitable for the current data batch B,

Ps is optimized using B. The objective is to minimize the

mutual information loss Lmi [3] of the model’s predictions.

Minimizing Lmi serves a dual purpose: (1) it reduces the av-

erage entropy of the model’s predictions, thereby preventing

the model from producing ambiguous predictions for indi-

vidual target samples; (2) it increases the entropy of the

model’s average output, thus enhancing prediction diversity

within a batch and reducing the risk of the model’s predic-

tions collapsing into a limited number of categories.

Additionally, we incorporate an interpolation consistency

regularization function Lic [4] to ensure that the model’s

predictions remain consistent when applied to interpolated

target samples. This is achieved by generating pseudo labels

for samples based on the model’s initial predictions, which

are then mixed with other samples and their correspond-

ing pseudo labels. The model is trained to minimize the

cross-entropy loss between its predictions for these mixed

samples and the mixed pseudo labels. This process enables

the model to make accurate predictions not only for the orig-

inal samples but also for the interpolated samples, thereby

improving the model’s ability to be generalized to new data

in the target domain.

Finally, the optimization objective of PAINT integrates

Lmi and Lic. In addition to optimizing Ps, we also fine-tune

the feature encoder of the pretrained model. To minimize

the computational overhead, only the first three encoder

blocks are updated during training. These shallow blocks are

critical for capturing the common knowledge shared across

all target domains. More details of the prompt tuning pro-

cess can be found in Appendix B.3.

Experiments. We conducted experiments on four

benchmark datasets, namely, CIFAR10-C, ImageNet-C,

ImageNet-R, and CIFAR10-W. The proposed PAINT

method was evaluated against several recently proposed

CTTA methods based on ResNet and ViT backbones. The

results showed that PAINT achieves state-of-the-art perfor-

mance in CTTA. We verified the effectiveness of PAINT in

handling gradually changing scenarios and its robust anti-

forgetting capability regarding source knowledge. Moreover,

we conducted ablation studies and hyperparameter analy-

ses to validate the key components of PAINT. Visualization

studies provide deep insights into PAINT. Details of the ex-

perimental settings and a comprehensive analysis of the re-

sults can be found in Appendix C.

Conclusion. Catastrophic forgetting, which is primar-

ily caused by interdomain interference, is a major prob-

lem in CTTA. In this study, we introduced domain-specific

prompts to guide model adaptation, thus facilitating the

partial disentanglement of parameter spaces across differ-

ent domains. As the domain identity for target samples is

unknown, we employed a query mechanism to dynamically

determine whether data come from a previously known or

a new domain, followed by prompt tuning using mutual in-

formation maximization and structural regularization. The

results obtained from the experiments conducted on four

benchmark datasets demonstrate the effectiveness of the

proposed PAINT method in CTTA. A limitation of this

study is the assumption that each batch of the target sam-

ples corresponds to a single domain, which may not hold in

practice. In future work, we will extend PAINT to mixed

distribution shifts [5], where target samples in the same

batch may span across multiple domains.
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