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Abstract Beam scanning for joint detection and communication in integrated sensing and communication (ISAC) systems

plays a critical role in continuous monitoring and rapid adaptation to dynamic environments. However, the design of

sequential scanning beams for target detection with the required sensing resolution has not been tackled in the literature.

To bridge this gap, this paper introduces a resolution-aware beam scanning design. In particular, the transmit information

beamformer, the covariance matrix of the dedicated radar signal, and the receive beamformer are jointly optimized to

maximize the average sum rate of the system while satisfying the sensing resolution and detection probability requirements.

A block coordinate descent (BCD)-based optimization framework is developed to address the non-convex design problem. By

exploiting successive convex approximation (SCA), S-procedure, and semidefinite relaxation (SDR), the proposed algorithm is

guaranteed to converge to a stationary solution with polynomial time complexity. Simulation results show that the proposed

design can efficiently handle the stringent detection requirement and outperform existing antenna-activation-based methods

in the literature by exploiting the full degrees of freedom (DoFs) brought by all antennas.
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1 Introduction

Integrated sensing and communication (ISAC) has been widely recognized as a promising technology for
enabling the future sixth-generation (6G) wireless networks to support various emerging applications,
including environment monitoring, autonomous driving, unmanned aerial vehicles (UAVs), and vehicular
networks [1–4]. As a result, plenty of research has been conducted on performance analysis and system
design for ISAC systems, such as performance characterization [5,6], resource allocation [7–9], and wave-
form design [10–12]. However, there are still numerous challenges that need to be tackled to fully unlock
the potential of ISAC systems.

Target detection is one of the essential tasks explored in various ISAC scenarios, e.g., joint target
detection and near-field communication [13] and eavesdropper detection for physical layer security (PLS)
design [14]. However, most existing methods require prior information about the target, which is chal-
lenging to obtain in practice. To tackle this issue, the authors of [15–17] proposed to scan the monitored
area for target detection and serve the communication users simultaneously. Beam scanning involves
steering a focused beam of electromagnetic energy across a region of interest to identify, locate, and
track targets [18]. This process enhances spatial coverage. Specifically, by systematically scanning the
beam over multiple angles, the system can ensure that all regions of interest are explored, reducing the
likelihood of missing a target. In addition, beam scanning enables the tracking of moving targets by
monitoring changes in their positions over successive beam sweeps. Finally, beam scanning offers higher
spatial resolution by constructing narrower beams and minimizing the potential overlap between adjacent
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regions. The authors of [19, 20] proposed to jointly design the resource allocation among all scanning
sectors to improve the system performance. Specifically, Xu et al. [19] jointly optimized the resources
over a sequence of variable-length snapshots, generating dedicated scanning beams, to detect the targets
while serving communication users. The information beamformer and artificial noise over all snapshots,
as well as the duration of each snapshot, are jointly optimized to maximize the sum secrecy rate. Fur-
thermore, Wang et al. [20] studied an ISAC system that achieves 360◦ radar detection and directional
communication simultaneously. The detection probability of all sectors is maximized while guaranteeing
the communication coverage probability in each sector.

Although significant progress has been made, designing scanning beams to differentiate closely located
targets with a given resolution requirement remains an open problem. The difficulty arrives from the
constraints on the beamwidth for each scanning beam. To this end, several beamwidth controlling
algorithms have been proposed [21–23]. In specificity, Pang et al. [21] considered UAV-enabled vehicular
networks, where the UAV dynamically adjusts the transmit beamwidth to cover the moving vehicle. Also,
Du et al. [22] proposed to use the wide beamwidth to obtain the direction of the vehicle, followed by
the narrow beamwidth to achieve efficient communication in vehicle-to-infrastructure (V2I) systems. In
particular, the time-splitting ratio between the wide and narrow beamwidth was optimized to maximize
the achievable rate. Moreover, Bai et al. [23] proposed to control the beamwidth to achieve an energy-
efficient design in UAV-aided ISAC systems. Nevertheless, existing methods control the beamwidth by
adapting the number of activated antennas, which do not utilize the full spatial degrees of freedom (DoFs).

In this paper, we propose a resolution-aware beam scanning scheme. In particular, we divide the
monitored area into multiple sectors in the angular domain, where the angular width of each sector
is determined by the resolution requirements. For beam scanning in each sector, the base station (BS)
generates high-directional beams to detect the potential target in the sector and serve the communication
users at the same time. Different from existing methods, e.g., [21–23], that control the beamwidth by
activating different numbers of antennas, we design the beam pattern to match the ideal beampattern.

The main contributions of this paper are summarized as follows.

• We investigate the resolution-aware beam scanning design for joint detection and communication,
where the sequential scanning beams are jointly designed with given resolution requirements. The average
sum rate is maximized while guaranteeing the sensing resolution and detection probability requirements
by jointly optimizing the transmit information beamformer, the covariance matrix of the dedicated radar
signal, and the receive beamformer of all sectors.

• To handle the non-convex design problem with coupled variables and complicated expressions in
the objective function, we develop an optimization framework based on the block coordinate descent
(BCD) algorithm to achieve a stationary solution with polynomial time complexity. Specifically, we first
derive the optimal expression for the receive beamformer and substitute it into detection constraint to
eliminate the coupling issue with the receive beamformer. Then, successive convex approximation (SCA)
is employed to address the detection constraint. Subsequently, we apply series transformations to make
the objective function tractable and then explore S-procedure to solve the semi-infinite programming
caused by the imperfect channel state information (CSI). Finally, the optimization variables are divided
into two blocks and handled by the BCD algorithm.

• The effectiveness of the proposed scheme is validated by simulation results. It is observed that the
proposed scheme is able to satisfy stringent detection requirements with almost no impact on communica-
tion performance. Moreover, compared with the existing studies that control the beamwidth by adapting
the activated number of antennas, approximating the beampattern to the ideal resolution-dependent
beampattern in the proposed scheme does not sacrifice the design DoFs and achieves significant perfor-
mance improvement.

Notations. Vectors and matrices are denoted by boldface lowercase and boldface capital letters,
respectively. RM×N and CM×N represent the space of the M × N real-valued and complex-valued
matrices, respectively. | · | and || · ||2 denote the absolute value of a complex scalar and the l2-norm of
a vector, respectively. HN denotes the set of complex Hermitian matrices of dimension N . (·)T and
(·)H stand for the transpose and the conjugate transpose operator, respectively. IN refers to the N
by N identity matrix. Tr(A) and Rank(A) denote the trace and the rank of matrix A, respectively.
A � 0 indicates that A is a positive semidefinite matrix. ℜ{·} and ℑ{·} represent the real and imaginary
parts of a complex number, respectively. Vectorization of matrix A is denoted by vec(A), and A ⊗ B

represents the Kronecker product between two matrices A and B. E[·] refers to statistical expectation.
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Figure 1 (Color online) Illustration of the considered resolution-aware beam scanning ISAC system.

∆
= and ∼ stand for “defined as” and “distributed as”, respectively. CN (0, σ2) denotes the distribution
of a circularly symmetric complex Gaussian random variable with mean 0 and variance σ2. O(·) is the
big-O notation. The gradient vector of function f(x) with respect to x is denoted as ∇xf(x).

2 System model

As shown in Figure 1, we consider an ISAC system with one BS and K communication users. The BS is
equipped with a uniform linear array (ULA) consisting of N antennas, while K users are single-antenna
devices1). We place the center of the ULA at the origin of the reference frame and align the ULA parallel
to the x-axis. The BS performs sequential beam scanning for target detection and communication with
the desired users at the same time. To distinguish the targets at a distance, the beamwidth of the
transmitted signal should be small enough to separate the targets, which imposes the angular resolution
requirement on the scanning beams [24]. To achieve the specific angular resolution, we divide the whole
monitored area into L non-overlapped sectors in the angular domain, and the BS scans the area with a

sequence of L beams2). For notation simplicity, we define the sets K
△
= {1, . . . ,K} and L

△
= {1, . . . , L} to

collect the indices for communication users and sectors, respectively.

To achieve effective joint detection and communication, the transmitted dual-functional radar-
communication (DFRC) signal of the BS at sector l ∈ L, is given by

x[l] =
∑

k∈K

wk[l]sk[l] + r[l], (1)

where wk[l] ∈ CN denotes the beamforming vector for user k and sk ∼ CN (0, 1) denotes the infor-
mation signal for user k. r[l] ∈ CN is the dedicated sensing signal for sector l and is assumed to be
independent with information signals [25]. r[l] is assumed to follow the complex Gaussian distribution
with CN (0,R[l]), where R ∈ H

N is the radar covariance matrix of r[l]. Then, the covariance of the

1) ULA has been utilized to investigate the resolution-aware beam control in literature, e.g., [21,23]. To achieve better angular

resolution, uniform planar array (UPA) can be adopted by modifying the channel model accordingly.

2) In practice, we can set L according to the maximum tolerable detection resolution to strike an effective balance between

target detection resolution and system complexity.
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transmitted signal x[l] is given by

S[l]
△
= E

[
x[l]xH[l]

]
=
∑

k∈K

wk[l]w
H
k [l] +R[l]. (2)

2.1 Received communication signal

The received signal of user k at sector l is given by

yk[l] = hH
k x[l] + nk

= hH
kwk[l]sk[l]︸ ︷︷ ︸

Desired information signal

+ hH
k r[l]︸ ︷︷ ︸

Interference from sensing signal

+
∑

k′∈K\{k}

hH
kwk′ [l]sk′

︸ ︷︷ ︸
Multiuser interference

+nk, (3)

where hk ∈ CN is the channel vector between the BS and user k, and nk ∼ CN (0, σ2
k) denotes the additive

white Gaussian noise (AWGN) at user k.
The CSI of different users is acquired at the beginning of the scanning period to achieve the joint

design of scanning beams. However, in the sequential beam scanning period, the CSI may vary due to
the dynamic environment, such as the moving targets [19]. Thus, we adopt the widely used bounded CSI
error model [26], which is given by

hk = hk +∆hk, ∆hk ∈ Ωk, (4)

where hk ∈ C
N is the estimated channel of user k and ∆hk ∈ C

N denotes the corresponding CSI
uncertainty. Ωk is the uncertainty set given by

Ωk
△
=
{
∆hk ∈ C

N | ‖∆hk‖2 6 βk
}
, (5)

where βk is the norm bounded error of ∆hk. In practice, βk can be estimated through field measurements
[27] and machine learning techniques [28].

2.2 Received sensing signal

The received echoes at the BS of the sector l is given by

ys[l] = αt̺ta(φl)a
H(φl)x[l] +

∑

m∈M

αm̺ma(ψm)aH(ψm)x[l] + ns[l], (6)

where M
△
= {1, . . . ,M} denote the set to collect the indices of M clutters. αt ∼ CN (0, σ2

t ) and αm ∼
CN (0, σ2

m) are radar cross section (RCS) coefficients for the target and clutter m, respectively [29, 30].
̺t = ( λc

4πdςs )
2 and ̺m = ( λc

4πdςsm
)2 denote distance-dependent pathloss with λc being the wavelength of the

carrier and ςs being the pathloss exponent for the sensing channel. d and dm denote the distance from
the BS to the target and clutter m, respectively. φl represents the central direction of the sector l, and
ψm is the direction of the clutter m. ns[l] ∼ (0, σ2

sIN ) denotes the AWGN at the BS and a(θ) represents
the steering vector in direction θ given by

a(θ)
△
= [1, ejπ cos θ, . . . , ejπ(N−1) cos θ]T, (7)

where the antenna spacing is half-wavelength.

3 Performance metrics and problem formulation

3.1 Performance metrics

3.1.1 Performance metrics for communication

According to (3), the signal-to-interference-plus-noise ratio (SINR) of user k at sector l is given by

γk[l] =

∣∣hH
kwk[l]

∣∣2
∑
k′∈K\{k}

∣∣hH
kwk′ [l]

∣∣2 + hH
kR[l]hk + σ2

k

. (8)
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The corresponding achievable rate of user k is given by

Rk[l] = log2 (1 + γk[l]) , (bits/s/Hz). (9)

3.1.2 Performance metrics for sensing

(1) Beam scanning. To distinguish two targets with the distance of ∆d in the azimuth direction at a
distance d, the required beamwidth ∆θ is given by [31]

∆θ = 2 arcsin
∆d

2d
. (10)

Then, the angular width of each sector should not be larger than ∆θ. Accordingly, the number of
required sectors for beam scanning is determined by L =

⌈
∆θarea
∆θ

⌉
, where θarea is the angular width of

the monitored area and ⌈·⌉ represents the operation of round-up to the nearest integer. To illuminate the
sector and suppress the side lobe energy leakage to the other sectors, the ideal beampattern for sector l
is given by

Pl(θi) =




1, |θi − φl| 6

∆θ

2
,

0, otherwise,
∀i ∈ I, (11)

where we quantize the angular domain [0, 2π] into I possible directions and denote the set I
△
= [1, . . . , I]

to collect the quantized direction indices. θi denotes the angle corresponding to the i-th quantized
direction. Since the target detection task aims to detect the existence of unknown targets in all sectors,
the beampattern design holds for all l ∈ L.

However, the ideal beampattern is hard to generate in practice. To this end, the beampattern matching
error is considered as a metric to restrict the generated beampattern to approximately match the ideal
beampattern Pl(θi) [32]. With the transmitted signal x[l], the beampattern gain for sector l at direction
θi is given by

P ∗
l (θi) = E

[∣∣aH(θi)x[l]
∣∣2
]

= aH(θi)

(
∑

k∈K

wk[l]w
H
k [l] +R[l]

)
a(θi). (12)

Then, the beampattern matching error for sector l is given by

El ({wk[l]},R[l], ξ[l]) =
1

I

∑

i∈I

|P ∗
l (θi)− ξ[l]Pl(θi)|

2
, (13)

where ξ[l] is the scaling factor to be optimized [33].

Remark 1. In scenarios where two targets are located closely within the same sector, the BS may
struggle to differentiate them. To handle this issue, we can periodically shift the angular interval of the
sectors to make the targets separable by different sectors [34]. For example, denote the angular range of

the l-th sector in one round of beam scanning as (ψl, ψ̂l). Then, for the next round of beam scanning, the

angular range of the l-th sector can be shifted to (ψl + δ, ψ̂l + δ). With this angular shift, it is possible
to separate the closely located targets for a given δ.

(2) Target detection. With the divided scanning sectors, target detection is performed in each
sector. By applying the receive beamformer u[l] ∈ CN for sector l on the echoes in (6), the resulting
signal is given by

ys[l] = uH[l]ys[l]

= αt̺tu
H[l]a(φl)a

H(φl)x[l] + uH[l]
∑

m∈M

αm̺ma(ψm)aH(ψm)x[l] + uH[l]ns[l]. (14)
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Based on (14), the target detection involves a binary hypothesis test problem given by [35]

ys[l] =





H0
l : u

H[l]
∑

m∈M

αm̺ma(ψm)aH(ψm)x[l] + uH[l]ns[l],

H1
l : αt̺tu

H[l]a(φl)a
H(φl)x[l] + uH[l]

∑

m∈M

αm̺ma(ψm)aH(ψm)x[l] + uH[l]ns[l],
(15)

where H0
l denotes the hypothesis that there is no target in sector l while H1

l represents the hypothesis
that there is a target. The terms uH[l]

∑
m∈Mαm̺ma(ψm)aH(ψm)x[l] and uH[l]ns[l] denote interference

and noise after receive combining, respectively. The optimal detector is given as follows [35]:

Y = |ys[l]|
2
H1

≷
H0

δ, (16)

where δ is the decision threshold for a given false alarm probability PFA. The distribution of Y is given
by

Y ∼

{
̟0χ

2
2, H0,

̟1χ
2
2, H1,

where χ2
2 is the central chi-squared distribution with two DoFs [30]. Variables ̟0 and ̟1 are given by,

respectively,

̟0 =uH[l]

(
∑

m∈M

σ2
m̺

2
mAψm

(
∑

k∈K

wk[l]w
H
k [l] +R[l]

)
AH
ψm

)
u[l] + σ2

su
H[l]u[l],

̟1 =σ2
t ̺

2
tu

H[l]Aφl

(
∑

k∈K

wk[l]w
H
k [l] +R[l]

)
AH
φl
u[l]

+ uH[l]

(
∑

m∈M

σ2
m̺

2
mAψm

(
∑

k∈K

wk[l]w
H
k [l] +R[l]

)
AH
ψm

)
u[l] + σ2

su
H[l]u[l], (17)

where Aφl

△
= a(φl)a

H(φl) and Aψm

△
= a(ψm)aH(ψm). Accordingly, the false alarm probability PFA and

detection probability PD is given by, respectively,

PFA = Pr(Y > δ | H0) = 1−Fχ2
2

(
δ

̟0

)
,

PD = Pr(Y > δ | H1) = 1−Fχ2
2

(
δ

̟1

)
, (18)

where Fχ2
2
(·) is the cumulative distribution function of the central chi-squared distribution with two

DoFs. For a given PFA, the detection probability PD is given by

PD = 1−Fχ2
2

(
̟0

̟1
F−1
χ2
2
(1 − PFA)

)
, (19)

where F−1
χ2
2
(·) is the inverse function of Fχ2

2
(·). Note that PD is a monotonically increasing function with

respect to ̟1

̟0
and ̟1

̟0
is given by

̟1

̟0
=

σ2
t ̺

2
tu

H[l]Aφl

(∑
k∈Kwk[l]w

H
k [l] +R[l]

)
AH
φl
u[l]

uH[l]
(∑

m∈Mσ2
m̺

2
mAψm

(∑
k∈Kwk[l]wH

k [l] +R[l]
)
AH
ψm

)
u[l] + σ2

su
H[l]u[l]

+ 1

△
= γs[l] + 1, (20)

where γs[l]
△
=

σ2
t ̺

2
tu

H[l]Aφl
(
∑
k∈Kwk[l]w

H
k [l]+R[l])AH

φl
u[l]

uH[l](
∑
m∈Mσ2

m̺
2
mAψm (

∑
k∈Kwk[l]wH

k
[l]+R[l])AH

ψm
)u[l]+σ2

su
H[l]u[l]

. Hence, one can impose restric-

tions on γs[l] to satisfy the required detection probability [30, 36].
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Figure 2 (Color online) Key steps of the proposed optimization framework.

3.2 Problem formulation

In this paper, we aim to maximize the average sum rate while restricting the beampattern matching error
and ensuring a desired detection probability by jointly optimizing the information beamforming wk[l],
radar covariance matrix R[l], receive beamformer u[l], and beampattern scaling factor ξ[l] for all sectors.
The corresponding optimization problem is formulated as follows:

maximize
wk[l],R[l],
u[l],ξ[l]

min
∆hk∈Ωk

1

L

∑

l∈L

∑

k∈K

Rk[l]

s. t. C1: El ({wk[l]},R[l], ξ[l]) 6 ǫ1, ∀l,

C2: γs[l] > ǫ2, ∀l,

C3:
∑

k∈K

‖wk[l]‖
2
2 +Tr(R[l]) 6 Pmax, ∀l, (21)

where constraint C1 restricts the beampattern matching error of each sector to be smaller than a pre-
defined threshold ǫ1 for a given desired resolution. Constraint C2 ensures the detection probability by
imposing restrictions on γs[l] to be larger than a pre-determined threshold ǫ2. Constraint C3 limits the
transmit power of each sector from exceeding the maximum available power at BS, specified by Pmax.

Note that the problem in (21) is non-convex and difficult to solve. Specifically, the non-convexity
originates from the variable coupling between u[l] and wk[l] in constraint C2. Furthermore, the objective
function involves complicated fractional expressions, and the continuous uncertainty set in the objective
function leads to a semi-infinite programming problem with infinitely many constraints [37].

Remark 2. In this work, we aim to maximize the sum rate of the system without considering the
quality of service (QoS) requirement of each user. Nevertheless, the proposed method can be adjusted to
guarantee the communication QoS during the scanning period. Specifically, when performing detection
for the l-th sector, we can simultaneously serve communication users in the same sector by the DFRC
signals. For users in other sectors, we can generate additional information beams to guarantee their
communication QoS. In the sensing receiver, the received signals due to the additional information beam
can be separated from the desired echoes based on their unique angle-of-arrival (AoA).

4 BCD-based optimization

In this section, we develop a framework to handle problem (21) in polynomial time complexity with
guaranteed convergence. Specifically, we handle the coupled variables in constraint C2 by finding the op-
timal expression for u[l]. Then, constraint C2 is tackled by employing SCA. Furthermore, by introducing
new variables and constraints, we transform the objective function into a more tractable form. Finally,
we solve the problem by exploiting the BCD approach. The key steps of the proposed optimization
framework are presented in Figure 2.

4.1 Problem reformulation

First, we define a new optimization variableWk[l]
△
= wk[l]w

H
k [l]. This results in a new rank-one constraint

C4: Rank(Wk[l]) 6 1, ∀k, ∀l, which is imposed to ensure that wk can be recovered from the optimized
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Wk. Accordingly, constraints C1 and C3 are reformulated equivalently as, respectively,

C1:
∑

i∈I

∣∣∣∣∣ξ[l]Pl(θi)− aH(θi)

(
∑

k∈K

Wk[l] +R[l]

)
a(θi)

∣∣∣∣∣

2

6 ǫ1, ∀l,

C3:
∑

k∈K

Tr(Wk[l]) + Tr(R[l]) 6 Pmax, ∀l. (22)

We note that constraints C1 and C3 are both convex with respect to all optimization variables. Then,
the optimization problem in (21) is transformed into

maximize
Wk[l],R[l],
u[l],ξ[l]

min
∆hk∈Ωk

1

L

∑

l∈L

∑

k∈K

log2

(
1 +

hH
kWk[l]hk∑

k′∈K\{k}h
H
kWk′ [l]hk + hH

kR[l]hk + σ2
k

)

s. t. C1,C3,C4: Rank(Wk[l]) 6 1, ∀k, ∀l,

C2: γs[l] =
σ2
t ̺

2
tu

H[l]Aφl

(∑
k∈KWk[l] +R[l]

)
AH
φl
u[l]

uH[l]F [l]u[l]
> ǫ2, ∀l, (23)

where F [l] is defined as F [l] =
∑

m∈Mσ2
m̺

2
mAψm

(∑
k∈KWk[l] +R[l]

)
AH
ψm

+ σ2
sI for notational

simplicity.

4.2 SCA-based method for handling non-convex constraint C2

The detection constraint C2 is intractable due to the coupling between optimization variables u[l] and
Wk[l]. However, we note that the receive beamformer u[l] only exists in constraint C2, and hence, the
optimal u[l] should maximize γs[l], which leads to the following problem [38]:

maximize
u[l]

σ2
t ̺

2
tu

H[l]Aφl

(∑
k∈KWk[l] +R[l]

)
AH
φl
u[l]

uH[l]F [l]u[l]
. (24)

We note that the objective function can be further rewritten as

σ2
t ̺

2
tu

H[l]Aφl

(∑
k∈KWk[l] +R[l]

)
AH
φl
u[l]

uH[l]F [l]u[l]
=
σ2
t ̺

2
ta

H(φl)
(∑

k∈KWk[l] +R[l]
)
a(φl)

∣∣uH[l]a(φl)
∣∣2

uH[l]F [l]u[l]
.

(25)

Then, the optimization problem in (24) can be recast as

maximize
u[l]

∣∣uH[l]a(φl)
∣∣2

uH[l]F [l]u[l]
. (26)

The optimal solution to problem (26) is given by

u∗[l] =
F−1[l]a(φl)

aH(φl)F−1[l]a(φl)
. (27)

The detailed derivations are given in Appendix A. By substituting u∗[l] into constraint C2, we have

C2: σ2
t ̺

2
ta

H(φl)

(
∑

k∈K

Wk[l] +R[l]

)
a(φl)a

H(φl)F
−1[l]a(φl) > ǫ2, ∀l. (28)

Further, after some basic mathematical operations, constraint C2 can be equivalently transformed into

C2:
ǫ2

σ2
t ̺

2
t

(
aH(φl)

(
∑

k∈K

Wk[l] +R[l]

)
a(φl)

)−1

− aH(φl)F
−1[l]a(φl) 6 0, ∀l. (29)
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We note that both (aH(φl)(
∑

k∈KWk[l] + R[l])a(φl))
−1 and aH(φl)F

−1[l]a(φl) in constraint C2 are

convex with respect to all optimization variables. As a result, constraint C2 is in the canonical form
of the difference of convex functions, which can be efficiently tackled by employing the SCA method.
Specifically, we construct a global lower-bound based on the first-order Taylor approximation of the term

f(Wk[l],R[l])
△
= aH(φl)F

−1[l]a(φl). In the t-th iteration of SCA, f(Wk[l],R[l]) is approximated at a

feasible point (W
(t−1)
k [l],R(t−1)[l]) as follows:

f(Wk[l],R[l]) >f(W
(t−1)
k [l],R(t−1)[l]) + Tr

(
∇H

Rf(W
(t−1)
k [l],R(t−1)[l])

(
R[l]−R(t−1)[l]

))

+
∑

k∈K

Tr
(
∇H

Wk
f(W

(t−1)
k [l],R(t−1)[l])

(
Wk[l]−W

(t−1)
k [l]

))

△
=f

(t)
(Wk[l],R[l]), (30)

where

∇R[l]f(Wk[l],R[l]) = −
∑

m∈M

σ2
m̺

2
mAH

ψm
F−1[l]AφlF

−1[l]AH
ψm
,

∇Wk[l]f(Wk[l],R[l]) = −
∑

m∈M

σ2
m̺

2
mAH

ψm
F−1[l]AφlF

−1[l]AH
ψm
. (31)

Here, W
(t−1)
k [l] and R(t−1)[l] denote the optimization variables obtained in the (t − 1)-th iteration of

SCA. f
(t)
(Wk[l],R[l]) denotes the approximation of f(Wk[l],R[l]) in the t-th iteration of SCA. As a

result, by applying SCA, constraint C2 in the t-th iteration of SCA algorithm is given by

C2:
ǫ2

σ2
t ̺

2
t

(
aH(φl)

(
∑

k∈K

Wk[l] +R[l]

)
a(φl)

)−1

− f
(t)
(Wk[l],R[l]) 6 0, ∀l. (32)

Therefore, the optimization problem to be solved at the t-th iteration is given by

maximize
Wk[l],R[l],

ξ[l]

min
∆hk∈Ωk

1

L

∑

l∈L

∑

k∈K

log2

(
1 +

hH
kWk[l]hk∑

k′∈K\{k}h
H
kWk′ [l]hk + hH

kR[l]hk + σ2
k

)

s. t. C1,C2,C3,C4. (33)

4.3 Handling the non-convex objective function

The objective function of (21) involves non-convex fractional expression and semi-infinite programming.
To tackle these obstacles, we first simplify the expression by introducing auxiliary variables µk[l], k ∈
K, l ∈ L, and the following constraint:

C5: µk[l] 6 min
∆hk∈Ωk

log2

(
1 +

hH
kWk[l]hk∑

k′∈K\{k}h
H
kWk′ [l]hk + hH

kR[l]hk + σ2
k

)
, ∀k, ∀l. (34)

The objective function is accordingly substituted by
∑

l∈L

∑
k∈Kµk[l]. To handle constraint C5, we

introduce variables ζk[l], k ∈ K, l ∈ L. Constraint C5 is then equivalently transformed into the following
two constraints:

C5a: µk[l] 6 log2(1 + ζk[l]), ∀k, ∀l,

C5b: ζk[l] 6 min
∆hk∈Ωk

hH
kWk[l]hk∑

k′∈K\{k}h
H
kWk′ [l]hk + hH

kR[l]hk + σ2
k

, ∀k, ∀l, (35)

where constraint C5a is convex with respect to all optimization variables. Yet, constraint C5b is non-
convex and intractable due to the complicated fractional expression and the continuous uncertainty set.
To circumvent this difficulty, we first rewrite the fractional expression in C5b as follows:

C5b: hH
kWk[l]hk − ζk[l]

∑

k′∈K\{k}

hH
kWk′ [l]hk − ζk[l]h

H
kR[l]hk − ζk[l]σ

2
k > 0, ∀k, ∀l, ∆hk ∈ Ωk. (36)
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Next, we deal with the semi-infinite programming problem caused by ∆hk ∈ Ωk by exploiting the
following lemma.

Lemma 1 (S-Procedure Lemma [39]). Define two functions fi(t) : C
N → R, i ∈ {1, 2} as

fi(t) = tHAit+ 2ℜ
{
bHi t
}
+ ci, (37)

where Ai ∈ HN , bi ∈ CN , and ci ∈ R. Then, the implication f1(t) 6 0 ⇒ f2(t) 6 0 holds if and only if
there exists a variable κ > 0 such that

κ

[
A1 b1

bH1 c1

]
−

[
A2 b2

bH2 c2

]
� 0. (38)

We first reformulate constraint C5b by substituting (4) in C5b as follows:

C5b: ∆hH
k


ζk[l]


 ∑

k′∈K\{k}

Wk′ [l] +R[l]


 −Wk[l]


∆hk

+ 2ℜ



h

H

k


ζk[l]


 ∑

k′∈K\{k}

Wk′ [l] +R[l]


−Wk[l]


∆hk





+ h
H

k


ζk[l]


 ∑

k′∈K\{k}

Wk′ [l] +R[l]


−Wk[l]


hk + ζk[l]σ

2
k 6 0, ∀k, ∀l, ∆hk ∈ Ωk. (39)

According to Lemma 1, the implication ∆hH
k∆hk − β2

k 6 0 ⇒ C5b holds if and only if there exists
ηk[l] > 0, k ∈ K, l ∈ L, satisfying the following linear matrix inequality (LMI) constraint:

C5b: ηk[l]

[
IN 0

0 −β2
k

]
−

[
W̃k[l] W̃H

k [l]hk

h
H

k W̃k[l] h
H

k W̃k[l]hk + ζk[l]σ
2
k

]
� 0, ∀k, ∀l, (40)

where W̃k[l]
△
= ζk[l](

∑
k′∈K\{k}Wk′ [l] +R[l])−Wk[l]. Furthermore, constraint C5b can be simplified as

C5b:

[
ηk[l]IN 0

0 −ηk[l]β2
k − ζk[l]σ

2
k

]
−UH

k W̃k[l]Uk � 0, ∀k, ∀l, (41)

where Uk
△
= [IN hk]. As a result, the original optimization problem is transformed into

maximize
Wk[l],R[l],
ξ[l],µk[l],
ζk[l],ηk[l]

1

L

∑

l∈L

∑

k∈K

µk[l]

s. t. C1,C2,C3,C4,C5a,C5b. (42)

4.4 BCD-based algorithm

We note that the optimization variables ζk[l] are coupled with Wk[l] and R[l] in constraint C5b. To
overcome this difficulty, we propose to employ the BCD method. Specifically, the optimization variables
are partitioned into two blocks, i.e., {Wk[l],R[l], ξ[l], µk[l], ηk[l]} and {ζk[l], µk[l], ηk[l]}. Note that the
variables µk and ηk are included in both blocks because they are not coupled with other variables and
the two sub-problems are convex with respect to µk and ηk. As a result, solving the sub-problems yields
a jointly optimal solution for µk, ηk, and other variables in each block. This approach results in a larger
feasible solution space for each sub-problem compared to the configuration where µk and ηk are optimized
in separable blocks. The optimization problem with block {Wk[l],R[l], ξ[l], µk[l], ηk[l]} is given by

maximize
Wk[l],R[l],
ξ[l],µk[l],ηk[l]

1

L

∑

l∈L

∑

k∈K

µk[l]
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Algorithm 1 SCA-based algorithm for handling the problem with block {Wk[l],R[l], ξ[l], µk[l], ηk[l]}.

1: Set iteration index t = 1 and convergence tolerance factor 0 < ε1 ≪ 1 and generate the initial values W
(0)
k

and R
(0).

2: repeat

3: Solve problem (44) for given W
(t−1)
k

and R
(t−1);

4: Update W
(t)
k

, R(t), ξ(t)[l], µ
(t)
k

[l], and η
(t)
k

[l];

5: Set t = t+ 1;

6: until
|g

(t)
1 −g

(t−1)
1 |

g
(t−1)
1

6 ε1.

Algorithm 2 BCD-based algorithm.

1: Set iteration index r = 0 and convergence tolerance factor 0 < ε2 ≪ 1 and initialize ζ
(0)
k

[l].

2: repeat

3: Solve problem (44) for given ζ
(r)
k

[l] by applying Algorithm 1;

4: Update W
(r+1)
k

, R(r+1), and ξ(r+1)[l];

5: Solve problem (45) for given W
(r+1)
k

and R
(r+1);

6: Update ζ
(r+1)
k

[l], µ
(r+1)
k

[l], and η
(r+1)
k

[l];

7: Set r = r + 1;

8: until
|g

(r)
2

−g
(r−1)
2

|

g
(r−1)
2

6 ε2.

s. t. C1,C2,C3,C4,C5a,C5b. (43)

We note that the only non-convexity in (43) originates from the rank-one constraint C4. To tackle this
obstacle, we employ semidefinite relaxation (SDR) to remove constraint C4. The relaxed version of
(43) is a convex optimization problem, which can be efficiently solved by standard convex optimization
solvers [40]. The tightness of the SDR is revealed by the following proposition.

Proposition 1. For any optimal solution to problem (43), one can always construct the equivalent
optimal beamforming matrix W ∗

k which satisfies the rank-one constraint C4, i.e., Rank(W ∗
k ) 6 1.

Proof. The proof follows the similar steps in [41, Appendix B] and is omitted here for brevity.
The relaxed optimization problem is given by

maximize
Wk[l],R[l],
ξ[l],µk[l],ηk[l]

1

L

∑

l∈L

∑

k∈K

µk[l]

s. t. C1,C3,C5a,C5b,

C2:
ǫ2

σ2
t

(
aH(φl)

(
∑

k∈K

Wk[l] +R[l]

)
a(φl)

)−1

− f
(t)
(Wk[l],R[l]) 6 0. (44)

The solution to the block {Wk[l],R[l], ξ[l], µk[l], ηk[l]} is obtained by iteratively solving the optimization

problem (44), and the developed SCA algorithm is summarized in Algorithm 1, where g
(t)
1 denotes the

objective function value of (44) in the t-th iteration of SCA.
Next, we solve the optimization problem associated with the block {ζk[l], µk[l], ηk[l]}, which is given

by

maximize
ζk[l],µk[l],ηk[l]

1

L

∑

l∈L

∑

k∈K

µk[l]

s. t. C5a,C5b. (45)

We note that (45) is a convex optimization problem and can be solved optimally in polynomial time

complexity. The overall BCD-based algorithm is summarized in Algorithm 2, where g
(r)
2 denotes the

objective function value of (45) in the r-th iteration of BCD.
Some remarks on the proposed algorithms are as follows.

(i) Convergence. For Algorithm 1, the objective function g
(t)
1 is monotonically non-decreasing and thus

is guaranteed to converge to a stationary solution in polynomial time complexity [42]. Moreover, due to

the monotonicity of g
(t)
1 in Algorithm 1, the value of the objective function of the problem associated with

block {Wk[l],R[l], ξ[l], µk[l], ηk[l]} is also non-decreasing in each iteration of Algorithm 2. Considering
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the fact that the optimization problem associated with block {ζk[l], µk[l], ηk[l]} is convex, the objective
function of (42) is non-decreasing in each iteration. Therefore, the BCD-based algorithm is guaranteed to
converge to a stationary solution to the optimization problem in (21) in polynomial time complexity [43].

(ii) Complexity. We note that the optimization problem associated with the block {ζk[l], µk[l], ηk[l]}
involves only scalar optimization variables. In contrast, for the optimization problem associated with
block {Wk[l],R[l], ξ[l], µk[l], ηk[l]}, we have to deal with L(K + 1) N -dimensional positive semidefinite
matrices. Hence, the computational complexity of the proposed BCD-based algorithm is dominated
by solving the optimization problem in (44) [44]. According to [45, Theorem 3.12], the computational
complexity for solving an SDP problem with m SDP constraints consisting of n-dimentional positive
semidefinite matrix is given by O(mn3 + m2n2 + m3). Hence, the computational complexity of each
iteration of Algorithm 2 is given by O(log2(

1
ε1
)((K + 3)LN3 + (K + 3)2L2N2 + (K + 3)3L3)), where ε1

is the convergence tolerance defined in Algorithm 1.

5 Numerical results

5.1 Simulation setup

In this subsection, we adopt simulation results to validate the effectiveness of the proposed algorithms.
The considered system is shown in Figure 3. We consider a system with one BS and K = 3 users. The
BS is equipped with a ULA, which consists of N = 16 antennas and is centered at the origin of the
coordinate system parallel to the x-axis. The BS monitors the area starting from 67.5◦. The number of
sectors is determined by L =

⌈
45◦

∆θ

⌉
. Unless otherwise specified, we adopt the parameters summarized in

Table 1 [46–49].
For comparison purposes, we consider the following baseline schemes.
Baseline scheme 1. Baseline scheme 1 separately designs the detection and communication ap-

proaches. Specifically, the radar covariance matrix R[l] and receive beamformer u[l] are first designed to
satisfy the requirements for beampattern matching constraint C1 and detection requirement C2 with the
minimum power consumption, which is formulated as

minimize
R[l],u[l],
ξ[l]

Tr(R[l])

s. t. C1,C2. (46)

After satisfying the detection requirements, the system designs the information beamformer wk[l] to
maximize the sum rate of communication users with the remaining power.

Baseline scheme 2. Baseline scheme 2 controls the beamwidth by adjusting the number of activated
antennas [21,23]. Specifically, the half-power beamwidth ∆θ of the antenna array with N antennas toward
the direction φl can be approximated by

∆θ =
1.78

N sin(φl)
. (47)

Accordingly, the required beamwidth can be achieved by dynamically activating antennas, where the
number of antennas for sector l is determined by

⌈
1.78

∆θ sin(φl)

⌉
. Furthermore, the beamforming vector is

determined by the steering vector toward the direction of the user. Accordingly, the constraint C5b can
be written as

C̃5b: (1 + ζk[l])Tr (HkWk[l])− ζk[l]

(
∑

k∈K

Tr (HkWk[l]) + Tr (HkR[l])

)
− ζk[l]σ

2
k > 0, ∀k, ∀l, (48)

where Hk
△
= hkh

H
k .

5.2 Convergence of the proposed algorithm

Figure 4 presents the convergence behavior of the proposed algorithm with two maximum power con-
straints for each sector Pmax. It can be observed that for two cases, the objective value achieved by
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Figure 3 (Color online) System setup of the system, which

consists of K = 3 users, L = 7 sectors.

Figure 4 (Color online) Convergence of the proposed BCD-

based algorithm for different values of the maximum available

powder (dBm) for each sector Pmax.

Table 1 System simulation parameters.

Symbol Name Value

Pmax Maximum power of each sector 30 dBm

fc System carrier frequency 5 GHz [46]

σ2
k Noise power at the k-th user −90 dBm

σ2
s Noise power at the BS −100 dBm

σ2
t Variance of RCS of the target 0.1

σ2
m Variance of RCS of the clutters 0.1

ε1, ε2 Error tolerance of Algorithms 1 and 2 10−3

ǫ1 Maximum tolerance of beampattern matching error 0.1 [47]

ǫ2 Minimum threshold for detection constraint 15 dB [48]

I Number of sampled angles 640

d Detection distance 50 m

∆θ Required beamwidth of each sector 0.12 rad

ςs pathloss exponent of sensing channel 2 [49]

the proposed algorithm monotonically increases and converges to a stationary solution. The algorithm
with Pmax = 30 dBm converges to a higher objective value than the case of Pmax = 20 dBm. This
is because the larger Pmax expands the feasible region of the optimization problem, hence leading to a
higher objective value.

5.3 Effect of resolution-aware beamwidth

In Figure 5, we investigate the effect of beamwidth ∆θ with different resolution requirements. Note
that the number of sectors changes with ∆θ. For a fair comparison, we set the same total power for
different numbers of sectors. Specifically, the maximum available power for each sector is given by

P
(∆θi)
max = L

L(∆θi)
Pmax, where L

(∆θi) and P
(∆θi)
max denote the number of sectors and the maximum available

power for each sector with beamwidth ∆θi. As is shown in Figure 5, the average sum rate presents a step-
like decreasing property. This is because the number of sectors changes with different sector beamwidth.
In particular, the number of sectors L is 7, 6 and 5 when ∆θ falls in the regions [0.12, 0.13], [0.135, 0.155]
and {0.16}, respectively. The average sum rate slightly decreases when ∆θ increases in each interval with
an unchanged number of sectors. Furthermore, the average sum rate shows a significant decline when ∆θ
increases with different numbers of sectors L, due to the reduced design DoFs.
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Figure 5 (Color online) Average sum rate (bits/s/Hz) versus

beamwidth (rad), ∆θ.

Figure 6 (Color online) Average sum rate (bits/s/Hz) versus

normalized channel error, ωk.

Moreover, it can be observed that the proposed scheme outperforms the two baseline schemes. Com-
pared with baseline scheme 1, the performance improvement comes from the joint optimization of the
radar covariance matrix, receive beamforming for sensing purposes, and information beamforming for
communication purposes. The proposed scheme provides a flexible beamforming policy by utilizing part
of information beamforming to satisfy the sensing requirements. Compared with baseline scheme 2, the
proposed scheme benefits from the flexible beamforming capability without damaging the DoFs.

5.4 Effect of normalized channel error

Figure 6 investigates the effect of normalized channel error on the system average sum rate. For ease

of presentation, we denote the normalized channel error as ωk
△
= βk

‖hk‖2
[47]. As shown in Figure 6, the

average sum rate decreases with ωk. This is because the beamforming policy becomes less flexible to
satisfy the quality-of-service of users with larger CSI uncertainty. From the optimization perspective,
larger ωk makes the semi-infinite programming originating from the objective function of (21) more
stringent and shrinks the feasible region, leading to performance degradation. Also, it can be observed
that the proposed scheme outperforms the baseline schemes. The gap between the proposed scheme and
baseline scheme 1 becomes larger as ωk increases. This is because the proposed scheme benefits from a
more flexible information beamformer design to handle imperfect CSI. Note that ωk = 0 corresponds to
the case of no CSI error. The gap between the proposed scheme and the baseline scheme 2 in the case of
ωk = 0 comes from two aspects. Firstly, the proposed scheme relies on the joint beamforming design to
satisfy the beamwidth requirement without adjusting the number of antennas. Secondly, the optimized
beamformer of the proposed scheme can exploit all available DoFs rather than being restricted to be the
steering vector.

5.5 Effect of detection threshold

Figure 7 investigates the effect of the detection threshold, ǫ2 on the average sum rate. As can be observed,
the proposed scheme only suffers slight performance loss for large ǫ2 and substantially outperforms the
baseline schemes. The gap between the proposed scheme and the baseline scheme 1 increases significantly
with ǫ2. This is because, for small ǫ2, the separately designed radar signal consumes a relatively small
amount of energy, causing little effect on the sum rate maximization design. As ǫ2 increases, the remaining
power for communication design in baseline scheme 1 decreases dramatically. Hence, the performance
deterioration caused by the separate design becomes obvious and enlarges the gap. On the contrary, by
exploiting the joint optimization of detection and communication, the proposed scheme is able to satisfy
stringent detection requirements with little impact on communication performance.

5.6 Trade-off between sensing and communication performance

Figure 8 investigates the trade-off between sensing and communication. In particular, we illustrate the
system sum rate under different thresholds for beampattern matching errors. As can be observed, the
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Figure 7 (Color online) Average sum rate (bits/s/Hz) versus

threshold for detection constraint (dB), ǫ2.

Figure 8 (Color online) Average sum rate (bits/s/Hz) versus

threshold for beampattern matching error, ǫ1.

average sum rate increases with ǫ1. By relaxing the beampattern restrictions, a more flexible beamforming
strategy can be designed to achieve better communication performance, indicating the non-trivial tradeoff
between sensing and communication services. Furthermore, the proposed scheme achieves the highest
sum rate among all the considered schemes, validating its effectiveness.

6 Conclusion

This paper studied the resolution-aware beam scanning for joint detection and communication in ISAC
systems, where the sequential scanning beams were designed with sensing resolution and detection prob-
ability requirements. A BCD-based optimization framework was proposed to maximize the average sum
rate with guaranteed requirements on resolution and detection probability by optimizing the transmit
information beam, radar covariance matrix, and receive beamformer. To address the intractable non-
convex design problem, we proposed a low-complexity BCD-based algorithm with SCA, S-procedure,
SDR, and series transformations. Simulation results validate the effectiveness of the proposed design. It
was shown that the proposed design can provide satisfactory communication performance with stringent
detection requirements. Compared with existing studies, the proposed beamwidth controlling method
achieved significant performance improvement by fully utilizing the DoFs offered by all antennas. In
ISAC systems, random signals are meritable for communication purposes [50]. As a result, the extension
of this work to consider random signals constitutes an interesting topic for future work.
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Appendix A

Scaling u[l] with any arbitrary constant will not alter the value of the objective function in (26). Hence, the optimization

problem in (26) can be reformulated as [38]

minimize
u[l]

u
H[l]F [l]u[l]
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s. t. u
H[l]a(φl) = 1. (A1)

The Lagrangian function of the optimization problem in (A1) is given by

G(u[l], λ) = u
H[l]F [l]u[l] + λ(uH[l]a(φl)− 1), (A2)

where λ is the Lagrange multiplier. According to the Karush-Kuhn-Tucker (KKT) condition [39], we have











∂G

∂u[l]
= 2F [l]u[l] + λa(φl) = 0,

u
H[l]a(φl) = 1.

(A3)

By solving the KKT condition, we can obtain the optimal u[l] as

u
∗[l] =

F
−1[l]a(φl)

aH(φl)F−1[l]a(φl)
. (A4)
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