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Knowledge graphs (KGs) effectively mitigate data sparsity

in recommendation systems (RSs) by providing valuable

auxiliary information [1]. However, traditional centralized

KG-based RSs increase the risk of user privacy leakage.

Federated learning (FL) enhances RS’s privacy by enabling

model training on decentralized data [2]. Although inte-

grating KG and FL can address both data sparsity and

privacy issues in RSs [3], several challenges persist. CH1,

Each client’s local model relies on a consistent global model

from the server, limiting personalized deployment to end-

users. In federated RSs, personalization is maintained lo-

cally through user embeddings, while item embeddings and

the preference predictor are aggregated and shared with uni-

form parameters [4]. CH2, Existing solutions struggle to

balance semantic completeness with low privacy overhead.

Current methods [3, 4] allow each client to access only the

end-user’s immediate one-hop neighbors (interacted items).

Privacy constraints prevent the exchange of user-item inter-

action data between clients, disrupting semantic information

from commonly accessed items or associated entities. These

fragmented semantics reduce KG effectiveness for RSs. Al-

though encrypting user interaction data using techniques

like differential privacy [5] can help access rich semantic in-

formation, it increases communication costs. Thus, it is

challenging to achieve a solution that maintains both in-

tegral semantic information and low privacy overhead.

To address these challenges, we propose PerFedKG, a

two-stage personalized information-loop federated knowl-

edge graph framework for privacy-preserving recommenda-

tions. As illustrated in Figure 1, the framework consists

of a central server and multiple user clients. Each client

trains the model through three main modules, the recom-

mendation module, the knowledge graph module, and the

information exchange module, and a two-stage personalized

information-loop mechanism. Finally, we apply local differ-

ential privacy (LDP) for parameter aggregation. Next, we

will describe how PerFedKG works.

Problem formulation. Let U = {u1, u2, . . . , uM} and

V = {v1, v2, . . . , vN} be sets of users and items, respectively,

where |U| = M and |V| = N . User implicit feedback on

items is represented by the interaction matrix Y ∈ R
M×N .

Additionally, we have a knowledge graph G composed of

entity-relation-entity triplets (h, r, t), where each triplet de-

scribes a relationship r linking head h to tail t. The

main problem is that given user-level private interactions

Yi stored locally on user ui’s client, along with the shared

item set V and knowledge graph G, how can we learn a

user-specific model with complete semantics deployed on end

devices in a privacy-preserving manner, thereby accurately

predicting the personalized preference ŷi,j of user ui for item

vj .

Recommendation module. To begin with, we convert each

item, relation, and entity into embeddings. For the j-th item

embedding vj , we extract features by exploring high-order

relationships with associated entities e:

v
L
j =

1

|N (vj)|

∑

e∈N (vj)

FL(vj ,e)
∣

∣

v
, (1)

where N (vj) is the set of entities linked to item vj , and FL|v
extracts information from entities within L hops. With the

obtained vL
j , we use a personalized RS predictor SRS

i to

predict the rating ŷi,j from user ui to item vj :

ŷi,j = σ(SRS
i (vL

j )), (2)

where SRS
i is an H-layer multi-layer perceptron (MLP) with
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Figure 1 (Color online) Framework of our PerFedKG approach.

parameter θRS
i and σ(·) is the sigmoid function. The rec-

ommendation module’s loss function for user ui is

LRS
i (y, ŷ) = −

∑

(i,j)∈I+
i

log ŷi,j −
∑

(i,j′)∈I−

i

log(1− ŷi,j′ ), (3)

where I+
i and I−

i are the sets of positive and negative sam-

ples for user ui, respectively.

Knowledge graph module. For each knowledge triple

(h, r, t), we extract the entity embedding h by exploring

high-order relationships between h and its connected items:

h
L =

1

|N (h)|

∑

v∈N (h)

FL(v, e)
∣

∣

e
, (4)

where N (h) is the set of items linked to entity h, and FL|e
extracts information from items within L hops of h, as de-

tailed in the “Information exchange module.” Next, for the

relation embedding r, we use an L-layer MLP to obtain its

latent features:

r
L = M (M (· · ·M (r))) = ML (r) . (5)

We then concatenate hL and rL and use a KG predictor

SKG to predict the tail t̂:

t̂ = SKG(hL ⊕ r
L), (6)

where SKG is an H-layer MLP with parameter θKG and ⊕
denotes concatenation. Finally, the knowledge graph mod-

ule’s loss function is defined as

LKG(t, t̂) = −





∑

(h,r,t)∈G

σ(tT t̂)−
∑

(h′,r,t′)/∈G

σ(t′
T
t̂)



 , (7)

where t is the ground truth feature vector of t, and the inner

product of t (or t
′) and t̂ estimates their similarity.

Information exchange module. To extract the l-th or-

der information for item v and entity e, we compute the

outer product of their (l − 1)-th order latent features [1],

i.e., vl−1(el−1)T or el−1(vl−1)T. We then apply trainable

weights for the item side (wl−1
vv ,wl−1

ev , bl−1
v ) and the entity

side (wl−1
ve ,wl−1

ee , bl−1
e ) to project and generate the l-th or-

der latent features:

v
l = F l(vl−1,el−1)

∣

∣

v
= v

l−1(el−1)Tw
l−1
vv + e

l−1(vl−1)Tw
l−1
ev + b

l−1
v ,

e
l = F l(vl−1,el−1)

∣

∣

e
= v

l−1(el−1)Tw
l−1
ve + e

l−1(vl−1)Tw
l−1
ee + b

l−1
e ,

(8)

where each weight vector w
l−1
.. and bias vector b

l−1
. are in

R
d, ensuring dimensional consistency across projections.

Federated learning objective. Based on the three modules

described above, we devise the overall optimization objec-

tive of PerFedKG:

min
θv,θe,θr,θKG,{θi}

N
i=1

J =

L
∑

i=1

LRS
i (θi; y, ŷ) + LKG(θi; t, t̂),

s.t., θi := (θv −∇θvLi, θ
e −∇θeLi, θ

r −∇θrLi, θ
KG −∇θKGLi, θ

RS
i ),

(9)

where θv, θe, θr , and θKG are global parameters, col-

lectively defined as θ := (θv, θe, θr , θKG). In contrast,

θi := (θv , θe, θr, θKG, θRS) represents the personalized pa-

rameter specific to the i-th client.

Two-stage personalized information-loop mechanism.

Stage 1: Initialize θi with global θ from the server, fix θ, and

learn the user-specific parameter θRS
i for SRS

i . This yields

a user-specific predictor enriched with preference informa-

tion. Stage 2: Fix θRS
i and fine-tune θ by θ −∇θLi, ensur-

ing global parameters become personalized to the user while

incorporating their preference data. Overall, across the two

stages, user personalization can be collectively preserved

through four components (i.e., the predictor and the em-

beddings of the item, relation, and entity) for CH1. As user

personalization is already encapsulated within the privacy-

insensitive triplet embeddings, we can obtain a global model

that contains integral semantic information through aggre-

gating these triplet embeddings while protecting user pri-

vacy for CH2.

Result. We compared our method with six state-of-the-

art approaches on MovieLens-100K and Lastfm-2K using

normalized discounted cumulative gain (NDCG) and hit ra-

tio (HR). On MovieLens-100K, our method improved NDCG

and HR by averages of 78.98% and 34.23%, respectively, over

other federated recommendation competitors. On Lastfm-

2K, it achieved improvements of 43.83% (NDCG) and 5.91%

(HR), respectively.

Conclusion. We propose a PerFedKG framework, which

integrates federated learning with knowledge graphs to han-

dle the user privacy and data sparsity problems. PerFedKG’s

unique two-stage approach successfully provides a person-

alized model training with decentralized data, while main-

taining comprehensive semantic integrity.
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