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Considering polar codes in the channel coding field, belief

propagation (BP) polar decoding stands out as a potential

solution for high-throughput applications due to its inherent

advantage on high parallelism, and also emerging other im-

proved BP-based decoding such as BP flip (BPF) [1, 2] and

BP list (BPL) [3,4] polar decoders. Choosing the original BP

polar decoding as a running example, we propose an auto-

generation framework of BP polar decoders in the previous

work [5], but obtaining the optimal constraint-compatible

designs still relies on the post-synthesis results.

Typically, multiple iterations of the full synthesis flow

going through circuit translation, logic optimization, and

gate mapping are performed utilizing existing EDA tools to

evaluate each generated decoder and obtain a numerical re-

port. However, if a substantial number of complex designs

are evaluated, the design space construction would be time-

consuming. Furthermore, the design space exploration of

autogenerated decoders merely evaluates hardware metrics

without algorithm metrics. At the same time, the design

space that comprises feasible solutions expands exponen-

tially with the extensive assortment of design parameters,

which brings increasing challenges to finding the solutions

that satisfy the stipulated constraints and construct the set

of optimal designs without exhaustive exploration. There-

fore, it is important to achieve a time-saving and multi-

dimension evaluation that incorporates both algorithm and

hardware, and also improves the efficiency of design space

exploration.

In this study, we propose a fast and reliable evaluation

of performance-cost metrics for BP polar decoders. Our

contributions are summarized as follows. (1) We introduce

one algorithm performance metric related to the decoding

frame error rate (FER), and employ the NAND gate as a

universal constitution unit to evaluate one hardware per-

formance metric concerning the throughput as well as an-

other hardware cost metric concerning the overhead. (2) We

quickly construct the performance-cost design space of BP

polar decoders utilizing the three metrics with acceptable

evaluation errors, thus reducing expensive time and design

costs. (3) We model the performance-cost design space ex-

ploration as a nonlinear discrete integer multi-objective op-

timization problem and efficiently solve the Pareto optimal

set, thus improving the co-design efficiency of the algorithm

and hardware.

Baseline architecture. The study takes the single-column

implementation of BP polar decoders in [5] as the baseline

architecture to evaluate the performance-cost metrics. Note

that the early termination unit of the baseline architecture

is removed and all simulations with error-correction perfor-

mance are performed at the same fixed iterations to fairly

evaluate signal-to-noise ratio (SNR) of parameterized de-

coders. The figure of the baseline architecture can be found

in Appendix A.

Equivalent gates. In terms of ASIC-based synthesis re-

sults in digital circuits, equivalent gates are typically used

to evaluate the area. A common strategy is to select the

2-input NAND gate as the equivalent gate, and the entire

consumption of equivalent gates can be computed by di-

viding the synthesized area by the area of a single 2-input

NAND gate. Different from the existing NAND-gate-based

approaches, we divide digital circuits into two categories:

combinational logic and sequential logic, then convert each

part into a combination of 2-input NAND gates based on

the mapping relationship between logic gates in this work.

Detailed information on the logic gate mapping can be found

in Appendix B.

Performance-cost metric evaluation. We define FSNR

as one algorithm performance metric denoting the SNR at

a target FER of 10−3. We configure binary phase-shift

keying (BPSK) modulation, additive white Gaussian noise
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Figure 1 (Color online) (a) Three-dimension design space exploration of BP polar decoders; (b) verification of constraint-satisfying

solutions.

(AWGN) channel, Gaussian approximation (GA) construc-

tion, and the two-dimension offset min-sum (OMS) BP de-

coding with 7-bit quantization and 15 iterations to simulate

the FER performance of polar codes. Under the constraint

of FER = 10−3, we calculate the approximate FSNR for

those simulated decoders that have different values of code

length N and the number of information bits K. Based

on the least-squares fitting, we determine the approximate

expression between FSNR and N in

FSNR = (11.3 + 0.4(log2 N− 6))K/N

− 0.9− 0.6(log2 N− 6).
(1)

Detailed information on how to determine FSNR can be

found in Appendix C.1.

To evaluate hardware metrics of BP polar decoders, we

propose a NAND-gate-based method to approximate the

NAND gate consumption and data path delay, where the

former and the latter are measured on the consumed num-

ber and the passed number of 2-input NAND gates, respec-

tively. Considering all units listed in the baseline architec-

ture, we approximately derive the NAND gate consumption

and the data path delay related to each unit. Then, we sum

the results of all associated modules to obtain the NAND

gate consumption NAND(N,M) and the critical path delay

Delay(N,M) of BP polar decoders with code length N and

decoding parallelism M . Detailed information on how to

determine NAND(N,M) and Delay(N,M) can be found in

Appendix C.2.

Experiments. To validate the efficacy of our proposed

evaluation strategy for hardware metrics, we present the es-

timated results of NAND(N,M) and Delay(N,M) under dif-

ferent values of N and M . The comparisons with the EDA

tools-based method demonstrate that our approach provides

a low estimation error and also achieves a good area and de-

lay evaluation for BP polar decoders. Detailed information

on the experiments can be found in Appendix D.

Design space exploration. We introduce GATE (NAND

gate consumption) as one hardware cost metric and TP (in-

formation throughput) as one hardware performance metric.

Then, we obtain the multi-objective optimization model of

BP polar decoders with the constraints on N , M , and K in

Goals: min FSNR = f1(N,K),

min GATE = f2(N,M),

max TP = f3(N,M,K);

Constraints: 2 6 M 6 N,

N/4 6 K 6 3N/4,

N,M are the power of 2, K is an integer,

(2)

where f1(·) refers to (1), f2(·) relies on NAND(N,M), and

f3(·) relies on Delay(N,M). Detailed information on how to

determine f1(·), f2(·), and f3(·) can be found in Appendix

E.1.

We evaluate the decoders under N = {128, 256, 512}

and present the design space of {TP,GATE,FSNR} in Fig-

ure 1(a), where blue and red solid circles also represent

the feasible points and Pareto optimal points. Notably,

each feasible point with different metric values is repre-

sented by unique design parameters of N , M , and K.

Imposing additional requirements such as TP > 107 bps,

GATE 6 105 gates and FSNR 6 1.45 dB at FER = 10−3,

we determine the decoders with {Solution 1 : N = 128,M =

32, K = 32} and {Solution 2 : N = 128, M = 64,K = 32}

as the matched solutions. To validate the found decoders,

we list the implementation results of TP, GATE, and FSNR

for the two designs in Figure 1(b), where the three metrics

all meet the predefined constraints. Detailed information on

the design of space exploration can be found in Appendix

E.2.

Conclusion. We propose a fast and reliable performance-

cost evaluation and exploration for BP polar decoders, which

incorporates both algorithm and hardware metrics. Fu-

ture work would focus on introducing more performance-cost

metrics to achieve a high-dimension design space exploration

and proposing other effective estimation approaches of hard-

ware metrics to better emulate the realistic behavior of the

synthesis flow.
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