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As the emerging non-volatile storage technology, resistive

random-access memory (ReRAM) [1] has garnered consid-

erable interest from diverse industries. It is also one of

the most promising candidates for the in-memory comput-

ing (IMC) paradigm [2], which is an effective scheme for

overcoming the “memory wall”. ReRAM comprises a multi-

layer crossbar array, with memristor positioned on each row-

column intersection (Appendix A). Nevertheless, the perfor-

mance of ReRAM is limited by the “sneak paths” [3] inter-

ference (Appendix B) and random resistance interference.

Thus, the application of error-correcting code (ECC) tech-

nology for data protection is essential, with the exceptional

performance of low-density parity-check (LDPC) codes be-

ing among the most widely adopted. Unlike traditional

communication systems, decoding with low-complexity and

low-latency is paramount for storage devices. Therefore, the

performance-optimized soft decoding algorithms may not be

the practical choice. Instead, the hard decoding algorithm,

known as bit-flipping (BF), offers lightweight computation

complexity while sacrificing some decoding capability, mak-

ing it more suitable for storage applications.

In this study, for a better complexity/performance trade-

off, we first propose the unreliability normalization weighted

bit-flipping (UNWBF) algorithm for the ReRAM system.

Particularly, the proposed algorithms take into account the

influence of “sneak paths”, providing crucial side informa-

tion that can enhance decoding performance. Then, we in-

troduce the quantified-UNWBF (Q-UNWBF) algorithms,

which are based on the quantitative principle of maxi-

mum mutual information (MMI) [4]. The Q-UNWBF al-

gorithms incorporate multi-bit flipping capabilities to opti-

mize decoding performance while minimizing decoding la-

tency. Furthermore, a Q-UNWBF with flip-counting-bias

(Q-UNWBF-FCB) is further proposed to alleviate the error-

floor problem.

Channel model of ReRAM. Following [5], the sneak paths

interference and random noise are characterized comprehen-

sively by a cascaded channel model, where ǫij is the sneak

paths occurrence probability for cell (i, j). We adopt addi-

tive Gaussian noise to model the random noise of resistances.

The details of the model and the relevant symbols can be

found in Appendix B.

Proposed UNWBF algorithm. It should be stated that

the symbols related to the algorithm are defined in Ap-

pendix C. The UNWBF exploits “resistance difference”

(δRi = |Ri − Rref |) as the reliability metric of cell. And

the core steps of the UNWBF algorithm are as follows (the

details in Appendix C.2):

• Step 1. Acquiring the number of unreliable cells, Tm,n,

contained in the set N (m)\n, as in (1). According to the

channel model, threshold Rth can be employed to distin-

guish between reliable and unreliable cells. Especially, when

Tm,n = 0, it is evidence that whether or not the check node

(CN) is satisfied depends only on the current variable node

(VN). The significant effect on the flipping function should

be imposed, i.e., the parameter is set to Tm,n = 0.5 in the

case.

Tm,n = | {i ∈ N (m)\n|Ri 6 Rth} |, (1)

where | · | denotes the cardinality of the set.

• Step 2. The calculation of weights w0
m,n and w1

m,n as

(2). In order to locate the position of the erroneous bits

more precisely, the weights ought to consider both the in-

formation provided by the check equations and their own

reliability.

w0
m,n = min

i∈N (m)\n
{δRi}+

δRn

Tm,n

,

w1
m,n = min

i∈N (m)\n
{δRi}+

maxi∈N (m) {δRi} − δRn

Tm,n

.

(2)

• Step 3. The calculation of flipping function as (3) and

each iteration flips the bit in the set n
′ = arg maxn En.

En =
∑

m∈M(n)

((sm − 1)w0
m,n + smw1

m,n). (3)

Based on the fact that the failure of the check equation

may imply that more than one of the relevant symbols is

wrong, we consider the number of unreliable nodes con-

tained in the check equation as the normalizing factor for

the weights. More specifically, we explain the motivation for

“unreliability normalization” from three aspects in detail in

Appendix C.2. In addition, in order to minimize the raw

bit error rate (RBER), the channel parameter estimation is

necessary to obtain the optimal Rref , we mainly consider
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two of them: (1) random electronic noise (σ̂); (2) the sneak

paths interference noise (ǫ̂). The estimation process is also

shown in Appendix C.2.

Q-UNWBF algorithm. Subject to the requirements of

the fast read/write speed of the storage device, the UNWBF

decoder with soft-value weighting, which solely flips the bit

with the highest functional value, may not be feasible. Thus,

the quantified-UNWBF is presented in this section, which

enables the multi-bit flipping and accelerates the conver-

gence of the decoding process. Naturally, determining the

appropriate quantitative decision resistance (QDR) becomes

a pivotal task in harnessing the full potential of the WBF

decoder. The quantization criterion based on MMI [4] is

the classical solution towards this problem. As an example,

Eq. (4) is the formula for calculating mutual information

with 5 levels of quantization and the corresponding discrete

memoryless channel model can be found in Appendix D.

Based on the MMI criterion, the quantization scheme is ob-

tained by searching for the combination of thresholds that

maximizes I(r, rq). It is worth mentioning that Rth is used

as a fixed threshold due to the large difference between high

and low resistance values.

I(r, rq) =H

(

p1,−2 + ǫ̂× p0′,−2

1 + ǫ̂
,
p1,−1 + ǫ̂× p0′,−1

1 + ǫ̂
,

p1,1 + ǫ̂× p0′,1

1 + ǫ̂
,
p1,2 + ǫ̂× p0′,2

1 + ǫ̂

)

−
H (p1,−2, p1,−1, p1,1, p1,2)

1 + ǫ̂

+
ǫ̂×H(p0′,−2, p0′,−1, p0′,1, p0′,2)

1 + ǫ̂
, (4)

where H is the information entropy function, H =
∑

i −pi ·
log(pi).

Q-UNWBF-FCB algorithm. The Q-UNWBF decoder,

which relies on integer processing, significantly enhances

computational efficiency. However, the multi-bit flipping

of Q-UNWBF will prematurely lead to “error-floor”. In

Appendix E, we will analyze the reasons for this phe-

nomenon. And we present a compensating method, i.e., a

re-formulating of the flipping-function to include the count-

ing of flipping as (5). The flipping-loops will lead to inef-

ficient utilization of iterative resources until the decoding

fails. The Q-UNWBF-FCB decoder that incorporates the

effect of the number of flipping in the flipping function pos-

sesses the ability to automatically escape from the flipping

loops.

En =
∑

m∈M(n)

((sm − 1)w0
m,n + smw1

m,n)− Fc, (5)

where Fc is the number of flipping.

Simulation results and comparisons. We illustrate the

superiority of the algorithm based on different LDPC codes

with varying rates, row-weights, column-weights and code-

lengths, whose parameters are shown in Appendix F. For a

more explicit demonstration of the performance of the pro-

posed algorithms, there are three points that we explain

in the following. (1) Figure 1 indicates that the proposed

algorithm outperforms other WBF algorithms under the

ReRAM channel. It should be noted that although the

RRWBF algorithm performs better than UNWBF under

Code 2 in the presence of high random noise, it will suffer

from error-floor prematurely. Thus, it is not suitable for the

ReRAM system. (2) The 7-level quantization endows the Q-

UNWBF with multi-bit flipping properties while guarantee-

ing the resistance difference. Therefore, Q-UNWBF-7-level

not only realizes rapid decoding but also achieves perfor-

mance improvement when there are more error bits. (3) The

Q-UNWBF-7-level suffers an obvious error floor, which can

be mitigated by the Q-UNWBF-7-level-FCB decoder. As

displayed in Figure 1, the Q-UNWBF-7-level-FCB decoder

also yields decoding-gain in low-noise regions. In terms of

implementation, the Q-UNWBF-7-level-FCB decoder sac-

rifices negligible register resources for a large performance

gain. The counting bias does not involve any quantization

operation and only a simple addition operation is attached,

which is very convenient for hardware implementation. Ad-

ditional performance comparisons and complexity analyses

of proposed algorithms are shown in Appendix F.

Figure 1 (Color online) Performance comparison of several

BF and WBF algorithms based on different regular codes, where

ǫ = 0.5 and the maximum of iteration is 50.

Conclusion. This study proposes a novel weighted

bit-flipping algorithm, UNWBF, tailored specifically for

ReRAM systems. The proposed algorithm mitigates the

effects of sneak paths interference, where the flipping metric

takes into account several factors to more accurately localize

the error bits. To reduce decoding delay, we further propose

Q-UNWBF decoder and Q-UNWBF with the flip-counting-

bias decoder. These are equipped with multi-bit flipping

capabilities and are highly suitable for hardware implemen-

tations.
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