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Vision-based grasp pattern recognition1) identifies the spe-

cific hand pose (fingers and palm configuration) for the ob-

ject to be grasped based on visual information of household

objects, which benefits tasks such as upper limb prosthesis

control and gesture-based human-robot interaction. Various

methods, including convolutional neural networks (CNN),

have been proposed for grasp pattern recognition, leading

to advancements in fields such as robot imitation, human-

robot interaction, prosthetic design, and robot control. A

pioneering CNN-based method called CnnGrasp was intro-

duced, which inspired the development of subsequent CNN-

based grasp pattern recognition methods [1]. However, tra-

ditional grasp pattern recognition methods often encounter

challenges when tested with objects, and their views were

not encountered by the algorithms during model training,

which leads to degraded performance. In addition, com-

pared with object categories labeling, grasp type labeling

is much more complex and takes a lot of human resources,

considering the varying hand-controlling requirements and

gesture annotations of different applications and tasks. Mo-

tivated by the fact that object category usually contains

distinctive information related to specific grasp types, in-

cluding 3D structure, size, and even the material of the ob-

jects, this paper presents a novel approach that harnesses

object category information to enhance the performance of

grasp pattern recognition. Specifically, we propose a novel

approach, namely the dual-branch CNN for grasp pattern

recognition (DcnnGrasp), where object category classifica-

tion is employed as an auxiliary task to enhance the effec-

tiveness of grasp pattern recognition. To facilitate collabo-

rative learning between the two tasks, we propose a new loss

function called joint cross-entropy with adaptive regularizer

(JCEAR), derived from maximizing a posterior. By exploit-

ing the correlation between object category and grasp type,

our method showed superior performance, strong generaliz-

ability and robustness compared to the state-of-the-art al-

gorithms, particularly in scenarios involving unseen objects

and datasets with limited grasp labeling.

DcnnGrasp for grasp pattern recognition. This study in-

troduces a dual-branch network structure (DcnnGrasp) for

the joint learning of object category classification and grasp

pattern recognition. As illustrated in Figure 1, DcnnGrasp

consists of two branches, each taking a household object im-

age x as input. Each branch includes a feature extractor and

a classifier. The features extracted from the object category

feature extractor (Icategory) and the grasp feature extractor

(Igrasp) are integrated to enhance the performance of grasp

pattern recognition. The object category feature extractor

consists of convolutional layers (DenseNet), followed by mcf

fully connected layers.

Additionally, CnnGrasp is employed as the grasp

feature extractor. The outputs of the cate-

gory classifier and grasp classifier are defined as

fo(x; θ1, θ2) = [fo
1 (x; θ1, θ2), . . . , f

o
lo
(x; θ1, θ2)]T ∈ R

lo and

fg(x; θ1, θ3, θ4) = [fg
1 (x; θ1, θ3, θ4), . . . , f

g
lg
(x; θ1, θ3, θ4)]T∈

R
lg , respectively, where θ1, θ2, θ3, and θ4 represent the

learnable parameters in the object category feature extrac-

tor, the category classifier, the grasp type feature extractor,

and the grasp classifier, respectively. Here, lo and lg rep-

resent the numbers of object classes and grasp classes,

respectively.

JCEAR. Since joint cross-entropy (JCE) simply combines

the cross-entropy functions of the two tasks without captur-

ing the relationship between object category classification

and grasp pattern recognition, we propose JCEAR from a

Bayesian perspective. This approach aims to enhance the

collaborative learning of the two tasks and achieve improved

performance.

Let one-shot vectors cg = [cg1, . . . , c
g
lg
]T and co =

[co1, . . . , c
o
lo
]T be the true labels for grasp pattern recogni-

tion and object category classification, respectively. Our

goal is to learn the parameters {θk}
4
k=1 in f

g
i (x; θ1, θ3, θ4) =

p(cgi = 1|θ1, θ3, θ4,x) and fo
j (x; θ1, θ2) = p(coj =

1|θ1, θ2,x) that maximize p({θk}
4
k=1|c

g, co,x). Consid-

ering that cg and co follow multinomial distributions,

we define the likelihood function as p(cg, co|{θ}4
k=1,x) =

∏lo
i=1 f

o
i (x; θ1, θ2)

coi
∏lg

j=1 f
g
j (x; θ1, θ3, θ4)

c
g
j . Introducing a

matrix W ∈ R
lo×lg , each element of the matrix W is de-
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1) The grasp-type recognition refers to the ability of a system to identify the type of grasp a human or robot is using based
on observed data. In contrast, the grasp-type detection task focuses more on perceiving a grasp action that has occurred or is
occurring.
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Figure 1 (Color online) Architecture of DcnnGrasp and the training strategy based on JCEAR, where the parameters in the two

branches are trained by Backpropagation stage 1 and stage 2, respectively.

fined as Wi,j = p(coi = 1|cgj = 1, {θk}
4
k=1,x), then we have

Wfg(x; θ1, θ3, θ4) = fo(x; θ1, θ2).

Calculating the distribution of co and cg over

the training set, we can estimate Wi,j by Ŵi,j =
Ni,j

∑lg
q=1

Ni,q

, where Ni,j represents the number of the

image samples belonging to the i-th class object and

the j-th class grasp. Assuming that fo(x; θ1, θ2) −
Ŵfg(x; θ1, θ3, θ4) ∼ N (0,σ), we define a prior as

p({θk}
4
k=1|x) = 1

(2π)lo/2σ1···σlo

exp(
∑lo

i=1 −
Γi(x)2

2σ2
i

), where

σ = [σ1, σ2, . . . , σlo ], Γi(x) = fo
i (x; θ1; θ3; θ4) −

Ŵi,:f
g(x; θ1; θ2) and Ŵi,: is i-th row vector of Ŵ . Then,

from the Bayesian perspective, θ̂k(k = 1, 2, 3, 4) can be ob-

tained by

argmaxθk(k=1,2,3,4) ln(p({θk}
4
k=1|c

g, co,x))

= argminθk(k=1,2,3,4)lJCE(x, {θk}
4
k=1) +

lo∑

i=1

1

2σ2
i

Γi(x)
2,

where lJCE(x, {θk}
4
k=1) = −

∑lo
i=1 c

o
i ln(f

o
i (x; θ1, θ2)) −

∑lg
j=1 c

g
j ln(f

g
j (x; θ1, θ3, θ4)). It drives our loss func-

tion (JCEAR): l(x, {θk}
4
k=1) = lJCE(x, {θk}

4
k=1) +

∑lo
i=1

1
2σ2

i

Γi(x)2. The whole JCEAR-based training strat-

egy for DcnnGrasp is illustrated in Figure 1 and detailed in

Appendixes C and D.

Experiments. Experiments have been conducted on five

publicly available household object datasets to verify the ef-

fectiveness of the proposed method, DcnnGrasp, in grasp

classification. Detailed experimental results and discussions

can be found in Appendix E. In the within-whole dataset

cross-validation (WWC) scenario, DcnnGrasp consistently

achieved the best results on all datasets, with all evalua-

tion metric values exceeding 98%. For the unseen problem,

our method achieved a global accuracy (GA) of about 94%

and 99% on the RGB-D object dataset [2] and Hit-GPRec

dataset [3], respectively, outperforming the second-best by

nearly 15% in GA on the RGB-D object dataset. It demon-

strates its potential for strong robustness in real-life appli-

cations. Additionally, even when there is only one object

with gesture labels per object category in the training pro-

cess, DcnnGrasp achieves GA values of over 90% (see Table

E6 in Appendix E). It indicates that our proposed method

can partially solve the challenge of difficult gesture labeling

in grasp pattern recognition. Ablation studies revealed sub-

stantial improvements resulting from the proposed training

strategy based on JCEAR. Notably, on the RGB-D object

dataset and Hit-GPRec dataset, the increase in GA is at

least 13.5%. These findings provide strong evidence support-

ing the effectiveness of the proposed strategies in enhancing

grasp pattern recognition.

Conclusion. To address the challenge of handling un-

seen objects in grasp classification, we propose a novel

dual-branch CNN (DcnnGrasp) and a new training strat-

egy based on JCEAR. The simulated experimental results

demonstrate the significantly superior performance of the

proposed method to other state-of-the-art methods in grasp

classification. In addition to its superior generalizability to

unseen objects, our method also exhibits stronger robust-

ness in handling 3D information of objects and datasets with

only a few grasp labeling results. Therefore, introducing the

object category information by combining dual-branch net-

works and the JCEAR training strategy holds great signifi-

cance and application prospects in the field of grasp pattern

recognition.
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