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Dear editor,

Advanced Persistent Threat (APT) is a powerful attack pat-

tern in which attackers lurk in the system, waiting for oppor-

tune moments and launching attacks. Remote State Estima-

tion (RSE) is an essential scenario in cyber-physical systems

(CPS). The attacker’s objective is to take advantage of the

vulnerability in the RSE system, expanding the estimation

error of the remote estimator (RE). However, the lurking

demand compels the attacker to consider harvesting energy

from an external quality-changing environment, which also

restricts the attacker. It is of great military interest to man-

age attack energy in an unreliable environment and with

limited resources.

This problem usually faces the following challenges.

First, due to the long-term lurking demand of attackers,

wired power supply methods cannot be applied because they

are easily detected. The attacker must obtain energy from

the external environment. Second, the external environment

is changeable. The attacker knows the real-time quality of

the environment, i.e., the specific amount of energy that can

be harvested. Third, the battery limitations. The attacker

carries an energy-harvesting battery with limited capacity

to store and release energy. Due to the different working

frequencies of energy harvesting and attacking, the two ac-

tions cannot be performed simultaneously. Fourth, the error

covariance of RE, the environmental quality, and the remain-

ing energy in the battery are all continuous. It is difficult

to determine the existence of an optimal solution, obtain

the optimal solution, and explore the structural properties

of the optimal solution.

Efforts have been made to address the challenges men-

tioned above. External energy such as radio frequency, solar,

thermal, and flow can be harvested, which guarantees the

wireless power supply [1]. The external environment transfer

laws can be established as a Markov chain or Markov pro-

cess by prior statistical information. Methods such as the

Markov decision process (MDP) framework and deep learn-

ing algorithms can be used to solve the optimal strategy and

its structure properties [2, 3].

This article aims to find the optimal stationary energy al-

location and collection strategy over an infinite time horizon

so that the average estimation error of the RE is maximized.

The key contributions of this paper are summarized as fol-

lows. First, an environment quality state conforming to a

Markov process is introduced, and it is related to the effi-

cacy of energy harvesting. The introduction of environmen-

tal quality makes the problem more realistic and enhances

the granularity of strategies from specific environments. Sec-

ond, The optimal energy allocation and collection problem

is transformed into an MDP problem. The existence and

the monotonic non-decreasing structural properties of the

optimal stationary strategy are proven.

Problem formulation. Consider a discrete time-invariant

linear physical process similar to [4]:

x(k + 1) =Ax(k) + w(k) (1)

y(k) =Cx(k) + v(k) (2)

where k ∈ Z+ refers to the time step, x(k) ∈ Rn, y(k) ∈ Rm

is the state of the physical process, and the observation of

the sensor. It is assumed that w(k) and v(k) are i.i.d. and

zero-mean white Gaussian noise with covariance Q ⩾ 0 and

R > 0, and pairs (A,
√
Q) and (A,C) are stabilizable and

observable, respectively.

The communication channel is an unreliable additive

white Gaussian noise (AWGN) channel with 4-quadrature

amplitude modulation (4-QAM) and Cyclic Redundancy

Check (CRC). The symbol signal-to-interference-plus-noise

ratio (SINR) is the ratio between transmission signal power

and all interface signals at RE. The random variable γ(k)

equals 1 or 0 indicates whether to receive a data packet with-

out error at time k. The probability of correctly receiving

an L bits sequence is given by:

Pr[γ(k) = 1] = (1− 2Q(
√
αSINR))⌈

L
2
⌉ (3)

where α is a constant, ⌈·⌉ is a mathematical function used for

ceiling rounding and Q(x) = 1√
2π

∫∞
x exp

(
−δ2/2

)
dδ. The
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specific transmission process of the RSE system and the at-

tacker’s interference details can be obtained in Appendix A.

The updating rules of the remaining energy of battery b(k)

and environmental quality q(k) are also included. Then, we

can give the origin problem:

Problem 1 (Origin problem). In the RSE system, the

APT attacker collects or schedules its energy to maximize

the average error of RE under a limited battery and quality-

changeable environment.

max
π

J(π) = lim
K→∞

inf
1

K
E

[
K∑

k=1

Tr(P (k))

]
(4)

s.t. 0 ⩽ θ(k) ⩽ b(k) (5)

where π is a stationary policy of attacker, Tr(·) is the trace

of a matrix and P (k) is the error covariance of RE at time

k.

Optimal Injection Noise Power Schedule. The origin

problem can be formulated as an MDP problem. First, the

MDP framework is defined as a tuple {S,A,P{·|·, ·}, r(·|·)}
and provide more details are provided in Appendix B. Then

we obtain the following MDP problem.

Problem 2 (MDP problem). Given initial state s(1) ∈ S,
we need to find an optimal policy π⋆ ∈ Π to maximize

J(s, π) = lim
K→∞

inf 1
K
E[

K∑
k=1

r(s(k), θ(k))]. That is

J(s, π⋆) = max
π∈Π

J(s, π) (6)

Denote Vπ : S → R as the state value function for a given

policy π ∈ Π. The Bellman equation J⋆(s) + Vπ(s) =

maxθ∈A(s)
{
r(s, θ) +

∑
s′∈S p

(
s′|s, θ

)
Vπ

(
s′
)}

and related it-

eration algorithms can be utilized to calculate the optimal

value and action J⋆(s), θ⋆(s)∀s ∈ S. According to [5], the

following theorem can be derived in Appendix C.1-C.3.

Theorem 1. For any fixed b ∈ B and fixed q ∈ Q, there

exists a lim inf average optimal stationary policy (π⋆)∞ with

the property that (π⋆)∞ is non-decreasing in τ and satisfies

J
(
s, π⋆

)
⩾ J(s, π), ∀s ∈ S, π ∈ Π. (7)

Theorem 1 proves the existence and structural properties

of the optimal energy harvesting and allocation stationary

strategy for an attacker under a quality-changeable environ-

ment. Due to the continuity of the state space, acquiring the

optimal policy requires the discretization of the state space

according to the accuracy needs and the structural prop-

erty. Moreover, the optimal structural property remains if a

state dimension is unaffected by other state dimensions and

actions (Appendix C.4).

Simulation Example. A numerical example is developed

to illustrate the structural property of the optimal noise in-

jection energy allocation and collection strategy. The de-

tailed parameter setting is provided in Appendix D, and the

optimal policy is calculated by MDPtoolbox in MATLAB.

Figure 1 illustrates the optimal strategy with environ-

mental quality transition matrix equals Q5 set in Appendix

D. The horizontal axis τ represents the number of consec-

utive failed packet receptions up to the current time. We

choose two scenarios with the remaining energy of battery

b = 6 and environmental quality states q = 5, respectively.

Then, the relationship between optimal strategies and the

rest states is given. It can be observed from the subfigures

that given the environment quality q and the remaining en-

ergy of battery b, the optimal energy θ⋆(s) is non-decreasing

with the increasing estimation error of the RE P = hτ (P̄ ),

thereby validating Theorem 1. Moreover, The optimal av-

erage reward J(s, π⋆) is a critical metric for evaluating the

attacker’s strategy. We define 5 different transition matri-

ces of environment quality in Appendix D and present their

J(s, π⋆). It is observed that the optimal average reward

is significantly influenced when the environment transition

matrices have a preference for a good-quality environment

Q3 or a bad-quality environment Q4.
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Figure 1 Optimal stationary policies given b = 6 and given

q = 5.

Conclusion. This paper investigates the optimal en-

ergy allocation and collection strategy of an active attacker

in an RSE system. The APT attacker is powered by an

energy-harvesting battery in a quality-changeable environ-

ment, aiming to maximize the average estimation error of

the RE. We transform the original problem into an MDP

problem and prove that the optimal stationary policy ex-

ists and exhibits structural properties, extending it to more

general situations. Thereby reduces the complexity of this

problem.
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