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Abstract The robust finite-time synchronization control problem is investigated for master-slave networked

nonlinear telerobotics systems (NNTSs) in this article. Although there have been some research achievements

on finite-time control for the NNTSs, these studies are based on the strong assumptions of communication

time delays or can only achieve finite-time bounded convergence even when the external forces are zero.

Accordingly and in view of the importance of these issues, a novel robust composite learning adaptive control

scheme rendering the finite-time master-slave synchronization is proposed in this paper. In particular, the

influence of time delays on finite-time convergence of the system is analyzed by employing the multi-dimension

finite-time small-gain framework. Meanwhile, in order to achieve accurate and fast estimation of uncertain

parameters of the system, both the online historical and the instantaneous data of the estimation data are

explored to derive the new parameter adaptive law under a more realizable interval-excitation (IE) condition.

Therefore, the convergence of the position/force synchronization errors and the adaptive parameter estimation

errors is obtained in finite time, and enhanced robustness of the closed-loop system will also be ensured.

Finally, the superior performance of the proposed control algorithms is validated by numerical simulations

and hardware experiments.

Keywords networked teleoperation systems, finite-time control, exact parameter estimation, small-gain

theorem, unknown communication delays

1 Introduction

1.1 Background

As a class of typical human-machine interaction systems, networked nonlinear telerobotics systems
(NNTSs) have been widely studied and applied all around the world in the last five decades. It is
also observed that compared with a fully automated system, the NNTSs are more intelligent as humans
joining in command [1]. In practice, as we all know, the unknown time-varying delays during the net-
work transmission can destabilize NNTSs [2, 3]. Thereby, a number of control approaches for NNTSs
under time-varying delays are proposed. However, in these studies, only infinite time synchronization
performance can be achieved [4–7]. Intuitively, the convergence time and convergence accuracy of the
system are two important performance indices for practical NNTSs. It is worth noting that, although
there have been some research achievements on finite-time control for the teleoperation systems, these
studies are based on the strong assumption of time delays. Besides, these studies ignore the significance
of delay-dependent stability conditions for the teleoperation systems. Besides, considering the system
uncertainties, due to the poor parameter estimation performance, the existing studies can only achieve
finite-time bounded convergence even when the external forces (the forces exerted by human operators
and the environment) are zero.
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1.2 Related work

A review of literature yielding numerous finite-time control methods have been proposed for the robot
manipulators systems [8–10]. Different from the single robot system, the NNTSs are composed of the
master side and the slave side, which are connected with each other by the network communication
channel. It results that these existing control schemes designed in [8–10] and the references therein
cannot be applied directly to control of the NNTSs. Thereupon, the finite-time control for the NNTSs
under constant time-delay is presented in our earlier articles [11,12] and recent article [13]. Furthermore,
considering the time variability of networked time delays, some new finite-time control results are also
presented [14–20]. In [14], nonsmooth generalized switched filters-based finite-time control methods are
proposed to achieve state-independent input-to-output practical stability. Ref. [15] developed a finite-
time control approach ensuring that the synchronization errors converge to a residual set, which can
be pre-set by the user. By using neural networks, the finite-time boundedness of the NNTSs is proven
in [16, 17]. A quasi-P+d (proportional plus damping) control method is designed for NNTSs; delay-
dependent stability conditions are provided in [18] without taking the system uncertainties into account.
Ref. [19] designed a new finite-time controller by combining the position and force synchronization errors;
yet the influence of linear filter on finite-time convergence is ignored. Under the physical constraints,
the linear filter is applied to avoid the usage of the derivative of time-varying delays when designing the
finite-time controller in [20].

It is observed in above literature that, on the one hand, signals related to uncertain communication
delays are estimated as uncertainty, as a result, the system becomes more conservative [14, 17, 19]. On
the other hand, even if the external forces are zero, the synchronization error of the system can only
converge to the neighborhood of zero due to the lack of real value information of the learned parameters
in the learning law [14, 17, 19, 20]. Therefore, although the finite-time control techniques for the NNTSs
have been developing, how to fully explore the influence of uncertain communication delays on system
stability, and guarantee the estimation speed and accuracy of the uncertain learning parameters under
the uncertainties of the system model are still open issues and challenging.

In practical engineering systems, system uncertainty problems inevitably exist. In the methods of
system uncertainty estimation, intelligent learning techniques such as neural networks (NNs) or fuzzy
logic systems (FLs) have been widely accepted [21–23], the complication in the training of neural weights
and fuzzy rules attends a difficulty in practical implementation. Considering the above problem, as a
classical method to deal with system uncertainty, parameter estimation methods still play an important
role and have been recognized by many research scholars. However, similar with the system tracking
performance, the parameter convergence speed and accuracy are two important performance indicators
in parameter adaptive control systems [24]. Superior parameter convergence performance will ensure
accurate online parameters approximation, accurate trajectory tracking, and strong robustness with
parameter drift [25–27]. However, few existing studies concern the issue of parameters convergence speed
and accuracy. To solve this problem, the finite-time parameter estimation result is proposed in [28] under
the well-known persistent excitation (PE) condition. However, the PE condition is often not realizable
in practice. Recently, the finite-time kinematics parameter estimation is shown in [29] under interval-
excitation (IE) condition. Compared with PE condition, the IE is a much weaker condition. Considering
the uncertain dynamics parameters in robot control, the first composite parameter learning result under
the IE condition is proposed in [24]. The main characteristic of composite learning lies in the application
of online historical data. However, the parameter estimation errors exponentially converge to zero as time
goes infinity in [25]. Intuitively, it is more desirable that accurate parameter estimation is also achieved
in finite time under the IE condition [30].

Focusing on above problems, this paper is the first fruitful effort to investigate the finite-time delay-
dependent control of the NNTSs with unknown time-varying delays and system uncertainties. Thereby it
provides a different insight on how to ensure the fast convergence for a more general networked nonlinear
systems. There are two main innovations in this paper.

(1) This paper addresses the delay-dependent stability control problem for a class of uncertain teleop-
eration systems under time-varying communication delays. Compared with the existing studies [14–20],
the communication transmission time-delays considered in this paper are closer to real network commu-
nication delays, which could reduce the conservatism of the results.

To relax the assumption of system communication delays, different from the existing control structure,
we innovatively split the original closed-loop NNTSs into two subsystems. Then for the first subsystem,
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a new CLFTAC scheme is designed by applying a proper Lyapunov function under a recursive structure.
Additionally, for the second subsystem, the finite-time convergence is proven by employing the multi-
dimension finite-time small-gain theorem. Thus, the finite-time stability of the whole closed-loop NNTSs
can be realized. Additionally, the relationship among the controller gains and the maximum of the time-
varying delays’ derivatives is established by employing the Lyapunov function and the multi-dimension
finite-time small-gain theorem.

(2) The closed-loop system control performance is improved by ensuring both the synchronization
errors between the master and the slave and the adaptive parameter learning errors to converge to zero
with faster convergence speed and higher precision in finite time.

To improve the robustness of the closed-loop NNTSs under the existence of system uncertainty, this
paper provides a new result of finite-time system parameter convergence without the PE condition for
adaptive control of teleoperation system. The parameter estimation performance is improved by exploring
both the online historical and the instantaneous data under a more realizable IE condition. In particular,
a forgetting factor is added to adjust the effect of the online historical data and nonlinear filter with
fractional powers to speed up signal processing speed.

The rest of our article includes the following sections. In Section 2, some preliminaries on the tele-
operation dynamics model and finite-time control theory are given. In Section 3, the detailed controller
design process and rigorous theoretical proof are presented. The simulation and experimental validation
results are provided in Section 4. Finally, in Section 5 the conclusion is presented.

Notation. R = (−∞,+∞), R+ = (0,+∞) denote the set of real numbers and positive real numbers,
respectively. The set of n row k column matrices is given by R

n×k. Also for a vector H ∈ R
n, |H |

denotes element-wise absolute value of H and ‖·‖ represents the Euclidean 2-norm of H . sig(H)α =
[|h1|

α
sign(h1), . . . , |hn|

α
sign(hn)]

T, where H = [h1, . . . , hn]
T ∈ R

n, α ∈ R+, and sign(·) represents the
standard signum function. For two functions χ(ς) and χ̄(ς), there exists c1χ(ς) 6 χ̄(ς) 6 c2χ(ς) (when
‖ς‖ is sufficiently small) with some constants c1 and c2. λmax(H) and λmin(H) are the maximum and
minimum eigenvalues of H . min(·) represents the minimum value of ·. i = m is the master and i = s
denotes the slave, and j = 1, 2, . . . , n denotes the jth term of a vector.

2 Preliminaries

Consider a nonlinear n-degree of freedom (DOF) human-robot NNTSs as

{

Mm(qm)q̈m + Cm(qm, q̇m)q̇m + Gm(qm) + Fm = τm + Fh,

Ms(qs)q̈s + Cs(qs, q̇s)q̇s + Gs(qs) + Fs = τs −Fe,
(1)

where qi(t), q̇i(t), q̈i(t) ∈ R
n are the vectors of the joint displacements, velocities, and accelerations with

i = m, s; Mi(qi) = Mio (qi) + ∆Mi (qi) ∈ R
n×n are the inertia matrices; Ci (qi, q̇i) = Cio (qi, q̇i) +

∆Ci (qi, q̇i) ∈ R
n×n are the matrices of Centripetal and Coriolis terms; Gi (qi) = Gio (qi) + ∆Gi (qi) ∈ R

n

are the gravitational torques; Fi = F̄i + di contains the bounded external disturbances di which are
caused by low-frequency load disturbances and set point changes and satisfies ‖di‖ 6 d̄i, where d̄i is a
positive constant, and frictions F̄i take the Coulomb friction, static friction, viscous friction, and Stribeck
effect into account [31], given as F̄i = γi1(tanh(γi2q̇i) − tanh(γi3q̇i)) + γi4 tanh(γi5q̇i) + γi6q̇i, γi1 ∼ γi6
all are positive constants; Fh ∈ R

n is the human operator inserted torque and Fe ∈ R
n is external

environmental torque; τi ∈ R
n are the designed control torques. Here Mio (qi), Cio (qi, q̇i), Gio (qi) are

the nominal parts, whereas the perturbations in the system matrices are given as ∆Mi (qi), ∆Ci (qi, q̇i),
∆Gi (qi). Then system (1) can be rearranged as

Mio(qi)q̈i + Cio(qi, q̇i)q̇i + Gio(qi) = τi − Fi(qi, q̇i, q̈i)− di + Fihe, (2)

where Fmhe = Fh, Fshe = −Fe, and Fi(qi, q̇i, q̈i) = ∆Mi (qi) q̈i+∆Ci (qi, q̇i) q̇i+∆Gi (qi)+ F̄i are viewed
as the lumped system uncertainties, which can be derived based on (1) and (2).

The following common properties of system (1) with revolute joints are presented [4–7].

Property 1. The symmetric positive-definite matrix Mio(qi) satisfies λmin(Mio(qi)) 6 ‖Mio(qi)‖ 6

λmax(Mio(qi)).
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Property 2. Dynamics (1) is linearly parameterizable,

M(q)ξ + C(q, q̇)η + G(q) = Y (q, q̇, ξ, η)θ, (3)

where Y (q, q̇, ξ, η) ∈ R
n×κ denotes a regressor matrix, θ is a κ-dimensional vector of unknown constant

parameters.
The positions qi(t) and velocities q̇i(t) of system are assumed to be measurable and the control objective

of this paper is to propose a novel delay-dependent finite-time control algorithm for the uncertain NNTSs
(1) with unknown asymmetric time-varying delays. With the designed control scheme, the joint position
synchronization errors qm − qs(t − Ts(t)), qs − qm(t − Tm(t)) and the joint velocities q̇m, q̇s converge to
zero in finite time when Fh and Fe are zero, where Tm(t) and Ts(t) are the signal transmission delays
from the local side to the remote side and that in opposite direction, respectively. Finally, the result that
qm− qs = 0 can be achieved in finite time. Besides, the modified direct-force-feedback finite-time control
method is also designed to provide improved transparency performance.

Assumption 1. Time delays Ti(t) : R+ → R+ (i = m, s) satisfies some properties as follows:
(1) |Ti(t)| 6 T ∗(t), where T ∗(t) : R+ → R+ and for all t1, t2 ∈ R+, the inequality T ∗(t̄2) − T ∗(t̄1) 6

t̄2 − t̄1 holds for all t > 0;
(2) the equation t− Ti(t) → +∞ holds when t→ +∞;
(3) |Ti(t̄2)− Ti(t̄1)| 6 Υi |t̄2 − t̄1|, where Υi ∈ R+, t̄2 > t̄1, and almost all t̄2, t̄1 ∈ R+.

Remark 1. On the one hand, Assumption 1 on time-delays implies that there exists a maximum
T ∗(t). Moreover, the function T ∗(t) can be chosen to be unbounded and time-varying; i.e., there is
no requirement of the value of T ∗(t) but the T ∗(t) cannot grow faster than the time itself. On the
other hand, dTi(t)/dt satisfies |dTi(t)/dt| 6 Υi for almost all t > 0. In [15], the authors claimed that
żi1 = ẍi1 − ρ̇i1 = ẋi2 − ρ̇i1, i.e., ẍi1 = ẋi2 with xm1 = qm(t) − qs(t − Ts) and xm2 = q̇m(t) − q̇s(t − Ts),
i = m. It is obvious that ẍm1 = q̈m(t) − (1 − Ṫs)q̈s(t − Ts) + T̈sq̇s(t − Ts) + Ṫs(1 − Ṫs)q̇s(t − Ts) and
ẋm2 = q̈m(t) − (1 − Ṫs)q̈s(t − Ts). To ensure ẍi1 = ẋi2, the forward and backward time delays Tm and
Ts must be constant. The time delay Ti(t) and its change rate Ṫi(t) are assumed to be less than fixed
constants (which can be seen in the Assumption 2 in [16], the Assumption 3 in [17], the Assumption 2
in [20], and the Assumption 4 in [14]). And the time-delay Ti(t) is assumed to be bounded (which can
be seen in the Assumption 1 in [18]. Therefore, it is evident that compared with [16–20], the assumption
on the upper bound of time delays is reduced in this paper. Therefore, Assumption 1 given in this paper
is much weaker.

Assumption 2. It is assumed that the exerted forces Fh and Fe are bounded.

Definition 1 ([32]). Consider a nonlinear dynamical system shown as follows:

ẋ = g(x), g(0) = 0, x ∈ R
n, (4)

where the function g : Λ0 → R
n is continuous in an open neighborhood Λ0 around the origin. If the

system (4) is Lyapunov stable and finite-time convergent in neighborhood Λ ⊂ Λ0 around the origin, then
it concludes that the system (4) is (locally) finite-time stable with equilibrium x = 0. The finite-time
convergence means ∀x0 ∈ Λ ⊂ R

n, there exists a function T : Λ\{0} → (0;∞), with x0 as the initial
condition, the solution of (4) st(x0) satisfies st(x0) ∈ U\{0} for t ∈ [0;T (x0)), and limt→T (x0)st(x0) = 0
with st(x0) = 0 for t > T (x0). Moreover, if Λ = R

n, the global finite-time stability (FTS) can be ensured.

Definition 2 ([33]). For a continuous function ζ : R+ → R+, if it is strictly increasing with ζ(0) = 0,
then ζ belongs to class K (ζ ∈ K). Moreover, for a function ζ ∈ K with ζ(̟) → ∞ as ̟ → ∞, then ζ
also belongs to class K∞. Class K̄ is defined as K̄ : = K ∪ {O}; O(̟) ≡0 for all ̟ > 0 is a zero function.
A function ζ : R+ × R+ → R+ is of class KL, if for each fixed t ∈ R+ in the first argument ζ(·, t) ∈ K
and for each fixed ̟ > 0, ζ(̟, t) decreases to 0 as t→ +∞.

Definition 3 ([34]). A function ϑ : R+ → R+ belongs to the class generalized K (GK) function if ϑ is
continuous with ϑ(0) = 0, and

{

ϑ(r1) > ϑ(r2), if ϑ(r1) 6= 0,

ϑ(r1) = ϑ(r2), if ϑ(r1) = 0
(5)

hold for any r1 > r2. A function ζ : R+ ×R+ → R+ belongs to the class generalized KL function (GKL)
if ζ(̟, t) is a GK function for each fixed t > 0, and for each fixed ̟ > 0 decreases to zero as t → T for
some T 6 ∞, which is called the settling time of GKL-function ζ(·, ·).
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In Definition 3, it is clear that a (conventional) class K function is a class GK function.
For the following nonlinear system:

η̇ = f(η) + g1(η)u1 + · · ·+ gq(η)uq,

y1 = h1(η), . . . , yp = hp(η), (6)

where η ∈ R
N , ui ∈ R

mi for i ∈ Nq := (1, . . . , q), yj ∈ R
mj for j ∈ Np := (1, . . . , p), f(·) and gi(·) are

locally Lipschitz functions for a ∈ Np and hj(·) for j ∈ Nq, and their initial values are zero. For any η(t0)
and any u1(t), . . . , uq(t) that are uniform essentially bounded on [t0, t1), the η(t) is well defined for all
t ∈ [t0, t1].

Next, the definitions for weakly finite-time input-to-state stable (WFTISS) and weakly finite-time
input-to-output stable (WFTIOS) are presented.

Definition 4. Consider the system (6), if for any η(t0) and measurable uniformly essentially bounded
inputs ui (i ∈ Nq), the η(t) is well-defined for all t > t0 and satisfies

(1) uniform boundedness:

‖x(t)‖ 6 ζ(‖x(t0)‖ , t) + γi

(

sup
s∈[t0,t)

‖ui(s)‖

)

, (7)

(2) finite-time gain:

lim sup
t→T (r)

‖x(t)‖ 6 γi

(

lim sup
t→T (r)

‖u(t)‖

)

, (8)

where the function ζ belongs to GKL with ζ(̟, t) ≡ 0 when t > T (̟), γi ∈ K with i ∈ Nq. Then the
system (6) is said to be WFTISS. Additionally, the system (6) is said to be WFTIOS if ∀ t0, t ∈ R+,
t > t0, the following inequality

‖yi(t)‖ 6 ζi(‖x(t0)‖ , t) + γ̄ij

(

sup
s∈[t0,t)

‖uj(s)‖

)

(9)

holds with ζi ∈ GKL, ζi(̟, t) ≡ 0, i ∈ Nq when t > T̄ (̟), and γ̄ij ∈ K with i ∈ Nq, j ∈ Np.

Lemma 1 (Multi-dimension finite-time small-gain theorem). For a system under the form (6), when
the system is WFTIOS with linear WFTIOS gain γ0ij > 0 and each input ui(·), j ∈ Nq, is a Lebesgue
measurable function satisfying

ui(t) ≡ 0 for t < 0 (10)

and
‖ui(t)‖ 6

∑

i∈Nq

µji · sup
s∈[t−Tij(t),t]

‖yj(s)‖ (11)

for almost all t > 0, where µji > 0 and time-delays Tij(t) satisfy Assumption 1. Define Γ := Γ0 ·M ∈ R
q×q

with Γ0 := {γ0ij}, M := {µji}, i ∈ Nq, j ∈ Np. If the spectral radius of the matrix Γ named ρ(Γ) is
less than 1, then all the output yj(t) of system (6), i ∈ Np and all the input ui(t), i ∈ Np are uniformly
bounded and satisfy ‖yj(t)‖ → 0, ‖ui(t)‖ → 0 as t→ T (x0) for all t > 0.

In this paper, the multi-dimension finite-time small-gain theorem is first raised. Based on [33,34], the
detailed proof process of Lemma 1 is shown in Appendix A.

Definition 5 ([24]). For signal Φ(t) ∈ R
N , which is bounded, if during t ∈ [Td − τ̄ , Td], such that

∫ Td

Td−τ̃
ΦT(τ)Φ(τ)dτ > ǭI with constants Td, τ̃ , ǭ ∈ R+, then Φ(t) is of IE. And if

∫ t

t−τ̃
ΦT(τ)Φ(τ)dτ > ǫI,

∀t > 0, then Φ(t) is of PE.

Lemma 2 ([12]). Letting δ1, δ2, . . . , δn > 0, if ρ > 0 then

δρ1 + δρ2 + · · ·+ δρn > (δ1 + δ2 + · · ·+ δn)
ρ. (12)

When ρ = a1
a2

6 1 with a1, a2 ∈ R+ being odd integers, then |xρ1 − xρ2| 6 21−ρ |x1 − x2|
ρ
.

Lemma 3 ([35]). Letting α1, α2 be positive real numbers and r(ζ1, ζ2) be a real-valued function, it has

|ζ1|
α1 |ζ2|

α2
6
α1r(ζ1, ζ2) |ζ1|

α1+α2

α1 + α2
+
α2r

−α1
α2 (ζ1, ζ2) |ζ2|

α1+α2

α1 + α2
. (13)
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3 Controller design and stability analysis

Letting xi1 = qi, xi2 = q̇i, the function (2) can be rearranged as the following strict-feedback form:

ẋi1 = xi2,

ẋi2 = −M−1
io (xi1)(Cio(xi1, xi2)xi2 + Gio(xi1) + Fi(xi1, xi2, ẋi2) + di − τi −Fihe). (14)

Let us propose new auxiliary variables ψi1, ψi2, which satisfy

ψ̇i1 = ψi2, ψ̇i2 = f(ψ̃i1, ψi2), (15)

where f(ψ̃i1, ψi2) denotes the nonlinear functions of ψ̃i1 and ψi2, which will be designed later.
With the above variables, define error variables ei1 = xi1 − ψi1, ei2 = xi2 − ψi2. Applying Property 2

of system (2) and the definition of friction term, the following equation can be achieved directly:

ėi1 = ei2,

ėi2 = −M−1
io (xi1)(Cio(xi1, xi2)xi2 + Gio(xi1) + Yi(xi1, xi2, ẋi2)θi + di − τi −Fihe)− ψ̇i2, (16)

where ψ̇i2 denote the derivative of ψi2.
With the introduced auxiliary variables ψi1, ψi2, the original teleoperation system (1) can be divided

into two subsystems (15) and (16). Then, τi and f(ψ̃i1, ψi2) will be designed to ensure finite-time stability
of these two subsystems. For the subsystem (16), based on the designed error variables ei1 and ei2, the
CLFTAC scheme will be proposed by developing a recursive structure firstly.

Step 1. Construct a Lyapunov function candidate V1 =
∑

i=m,s
1
2e

T
i1ei1, which yields

V̇1 =
∑

i=m,s

eTi1(ei2 − e∗i2) + eTi1e
∗
i2, (17)

where e∗i2 are virtual control variables designed as e∗i2 = −ki1sig(ei1)
ρ1 , ki1 ∈ R+, 1/2 < ρ1 = a1

a2
< 1,

and a1, a2 ∈ R+ are odd integers. Thus we have

V̇1 =
∑

i=m,s

eTi1(ei2 − e∗i2)− ki1e
T
i1sig(ei1)

ρ1

6
∑

i=m,s

−

(

ki1 −
1

2

)

‖ei1‖
1+ρ1 + ci1

∥

∥

∥
e
1/ρ1
i2 − e

∗1/ρ1
i2

∥

∥

∥

1+ρ1
(18)

where (ei2j − e∗i2j ) = ((e
1/ρ1
i2j

)ρ1 − (e
∗1/ρ1
i2j

)ρ1) = 21−ρ1(e
1/ρ1
i2j

− e
∗1/ρ1
i2j

)ρ1 by applying Lemma 2, and ei2j
and e∗i2j denote the jth term of vectors ei2j and e∗i2j , respectively. Then according to Lemma 3, it has

eTi1(ei2 − e∗i2) 6
1
2‖ei1‖

1+ρ1 + ci1‖e
1/ρ1
i2 − e

∗1/ρ1
i2 ‖1+ρ1 with ci1 = ρ12

(2−ρ21)
/ρ1

(1+ρ1)(1+ρ1)/ρ1
.

Step 2. Let us define ξi = e
1/ρ1
i2 − e

∗1/ρ1
i2 and

V̄2 = V1 +
∑

i=m,s

n
∑

j=1

∫ ei2j

e∗i2j

(s1/ρ1−e
∗1/ρ1
i2j

)2−ρ1ds+
∑

i=m,s

1

2
θ̃Ti Λ

−1
i θ̃i

+

∫ t

0

(

ξ2−ρ1m

)T
QmKF |Fh + Fe(t− Ts(t))| dt, (19)

where Qm = diag(sign(ξm) + ε), ε = [ε1, ε2, . . . , εn]
T ∈ R

n is a vector, whose elements are 0 < εj ≪ 1,
j = 1, 2, . . . , n, which can ensure the force reflection for q̇i → 0. KF ∈ R

n×n is a diagonal positive-definite
matrix. Λi are diagonal positive-definite matrices. θ̃i = θ̂i − θi and θ̂i are the estimations for θi. It is
easy to prove V̄2 is positive (see [36] for detail).

According to Lemmas 2 and 3, one has

·

V̄ 2 6
∑

i=m,s

− (ki1 − 1) ‖ei1‖
1+ρ1 + (ξ2−ρ1i )Tėi2 + (ci1 + ci2) ‖ξi‖

1+ρ1
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+ θ̃Ti Λ
−1
i

·

θ̂i +

(

ξ
ρ1+1

2
m

)T

QmKF |Fh + Fe(t− Ts(t))| (20)

where the derivative of Πi =
∑

i=m,s

∑n
j=1

∫ ei2j
e∗i2j

(s1/ρ1 − e
∗1/ρ1
i2j

)2−ρ1ds is Π̇i = (ξ2−ρ1i )Tėi2+

(2−ρ1)
d(−e

∗1/ρ1
i2j

)

dt ×
∫ ei2j
e∗i2j

(s1/ρ1−e
∗1/ρ1
i2j

)2−ρ1ds,
d(−e

∗1/ρ1
i2j

)

dt = k
1/ρ1
i1 (|ξij |

ρ1−ki1sig(ei1j )
ρ1), and |

∫ ei2j
e∗i2j

(s1/ρ1−

e
∗1/ρ1
i2j

)2−ρ1ds| = 21−ρ1 |ξij |. ci2 = Ξi +
(2ρ1)

ρ1 (ki1Ξi)
1+ρ1

(1+ρ1)1+ρ1
with Ξi = (2− ρ1)2

1−ρ1k
1/ρ1
i1 .

The novel direct-force-feedback CLFTAC scheme for the master and slave robots is proposed as

τ̄m = Ym(xm1, xm2, ẋm2)θ̂m + Cmo(xm1, xm2)xm2 + Gmo(xm1)− d̄msign(ξm)

+Mmo(xm1)(ψ̇m2 − km2sig(ξm)ρ2 −QmKF |Fh + Fe(t− Ts(t))|)−Fh,

τs = Ys(xs1, xs2, ẋs2)θ̂s + Cso(xs1, xs2)xs2 + Gso(xs1)

+Mso(xs1)(ψ̇s2 − ks2sig(ξs)
ρ2) + Fe − d̄ssign(ξs), (21)

where ki2 ∈ R
n×n, ρ2 ∈ R+ satisfies ρ2 = 2ρ1 − 1.

As we can see from the control scheme in (21), the term Yi(xi1, xi2, ẋi2)θ̂i includes acceleration signals
ẋi2. In most cases, it is a challenging task to measure the accelerations for a robot manipulator. To avoid
using acceleration signals ẋi2 in parameter estimation, different from the widely used first-order linear
filter, we design the nonlinear filter operation by introducing the power term; i.e., kẋi2f = sig(xi2f−xi2)ρ1

is designed to approximate ẋi2 with k ∈ R+. Then ẋi2f will be used instead of the actual acceleration
signal ẋi2.

One has the parameters composite learning law as

·

θ̂i = ΛiP
(

Y T
i (xi1, xi2)M

−1
io (xi1)ξ

2−ρ1
i + Lisig(Wi(Td))

ρ1
)

, (22)

where Li are diagonal positive-definite matrices, Td ∈ R+ is an integral duration, Wi(t) can be obtained
with the nonlinear filter technology shown in Appendix, and a projection operator P(•) is designed as

P(•) =

{

•, if ‖ ˆ̺‖ < c̺ or ‖ ˆ̺‖ = c̺&ˆ̺T• 6 0,

•− ˆ̺ˆ̺T•/ ‖ ˆ̺‖2 , otherwise,

where c̺ is a positive constant.
With the above designed control scheme (21) and the system error equation (16), taking the master

robot as an example, one has

(ξ2−ρ1m )Tėm2 = (ξ2−ρ1m )TM−1
mo(xm1)Ym(xm1, xm2, ẋm2)θ̃m − (ξ2−ρ1m )Tkm2sig(ξm)ρ2

+ (ξ2−ρ1m )TM−1
mo(xm1)× (dm − d̄msign(ξm))− (ξ2−ρ1m )TQmKF |Fh + Fe(t− Ts(t))| .

Furthermore, we have

·

V̄ 2 6
∑

i=m,s

(−(ki1 − 1) ‖ei1‖
1+ρ1 + (ci1 + ci2) ‖ξi‖

1+ρ1 − (ξ2−ρ1i )Tki2sig(ξi)
ρ2

+ θ̃i(Y
T
i (xi1, xi2)M

−1
io (xi1)ξ

2−ρ1
i + Λ−1

i

·

θ̂i)). (23)

By choosing ki1 − 1 = k̄i1, ki2 − (ci1 + ci2) = k̄i2, k̄i1, k̄i2 ∈ R+, we then have

·

V̄ 2 6
∑

i=m,s

(−k̄i1 ‖ei1‖
1+ρ1 − k̄i2 ‖ξi‖

1+ρ1 + θ̃i(Y
T
i (xi1, xi2)M

−1
io (xi1)ξ

2−ρ1
i − Λ−1

i

·

θ̂i)). (24)

From the result of the projection operation (see Theorem 4.6.1 in [37] ), the adaptive law (22) ensures

θ̂ ∈ Ωcθ and θ̃i(Y
T
i (xi1, xi2)M

−1
io (xi1)ξ

2−ρ1
i − Λ−1

i

·

θ̂i) 6 −Liθ̂TWi. Then, as a result,

·

V̄ 2 6
∑

i=m,s

(−k̄i1 ‖ei1‖
1+ρ1 − k̄i2 ‖ξi‖

1+ρ1 − Liθ̂
TWi). (25)
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(1) For t ∈ [0,∞], with the defined Wi, the last term Liθ̂
TWi can be ignored. Thus we have

·

V̄ 2 6
∑

i=m,s

(−k̄i1 ‖ei1‖
1+ρ1 − k̄i2 ‖ξi‖

1+ρ1). (26)

It is easy to derive that the variables ei1, ξi ∈ L∞ ∩ L2, and the system (16) is globally stable.
(2) For t ∈ [Te,∞), applying the defined Wi(t), one obtains

·

V̄ 2 6
∑

i=m,s

(−k̄i1 ‖ei1‖
1+ρ1 − k̄i2 ‖ξi‖

1+ρ1 + θ̃i(Y
T
i (xi1, xi2)M

−1
io (xi1)ξ

2−ρ1
i + Λ−1

i

·

θ̂i))

6
∑

i=m,s



−k̄i1 ‖ei1‖
1+ρ1 − k̄i2 ‖ξi‖

1+ρ1 −
2

ρ1+1
2 σρ1ci λmin(Li)

λmax(Λ
−1
i )

ρ1+1

2

(

1

2
θ̃Ti Λ

−1
i θ̃i

)

ρ1+1
2



 , (27)

which results in the boundedness of ei1, ξi, θ̃i, and Fh + Fe(t− Ts(t)).
Then, let us choose

V2 = V1 +
∑

i=m,s

n
∑

j=1

∫ ei2j

e∗i2j

(s1/ρ1 − e
∗1/ρ1
i2j

)2−ρ1ds+
∑

i=m,s

1

2
θ̃Ti Λ

−1
i θ̃i. (28)

Finally, one has

V̇2 6 −2
ρ1+1

2 min(k̄m1, k̄s1)(V1)
ρ1+1

2 −

(

k̄m2 −
1

2

)

2−
1−ρ21

2 (21−ρ1ξTmξm)
ρ1+1

2 − k̄s22
−

1−ρ21
2 (21−ρ1ξTs ξs)

ρ1+1
2

−
2

ρ1+1

2 σρ1cmλmin(Lm)

λmax(Λ
−1
m )

ρ1+1
2

(

1

2
θ̃TmΛ−1

m θ̃m

)

ρ1+1
2

−
2

ρ1+1

2 σρ1csλmin(Ls)

λmax(Λ
−1
s )

ρ1+1
2

(

1

2
θ̃Ts Λ

−1
s θ̃s

)

ρ1+1
2

+Ψ

6 −ΩV
ρ1+1

2
2 +Ψ, (29)

where Ω = min(2
ρ1+1

2 min(k̄m1, k̄s1), k̄m22
−

1−ρ21
2 , k̄s22

−
1−ρ21

2 ,
2

ρ1+1
2 σρ1

cmλmin(Lm)

λmax(Λ
−1
m )

ρ1+1
2

,
2

ρ1+1
2 σρ1

cs λmin(Ls)

λmax(Λ
−1
s )

ρ1+1
2

). Ψ =

2 ‖Fh + Fe(t− Ts(t))‖
2
.

Theorem 1. Consider the NNTSs described in (1) and the control algorithm (21). If there exist positive
constants Te, σci, and Td such that the IE condition P (Te) > σci is satisfied, then we obtain the following.

(1) In free motion, i.e., Fh = Fe = 0, both the defined auxiliary system errors ei1, ei2 and the system
parameter learning errors θ̃i will converge to zero in finite time. And the exact convergence time of the
ei1, ei2, and θ̃i is

Tc 6
2

Ω(1− ρ1)
V2(0)

1−ρ1
2 . (30)

(2) In other cases, all the defined auxiliary system errors ei1, ei2, the system parameter learning errors
θ̃i, and the force synchronization error Fh+Fe will converge the the neighborhood of zero in finite time.
Proof. In free motion, with the definitions for V1, V2, and the fact that V2 > 0, V̇2 6 0, then we can

obtain that ei1, ei2, θ̃i ∈ L∞∪ L2. Moreover, with the inequality V̇2 6 −ΩV
ρ1+1

2
2 , it is obvious that ei1,

ei2, and θ̃i will converge to zero within t1. When the external forces are not zero, due to the term Ψ, with
the inequality (29), it is evident that the defined auxiliary system errors ei1, ei2, the system parameter
learning errors θ̃i, and the force synchronization error Fh+Fe will converge in the neighborhood of zero
in finite time, and the bound is related to the value of ‖Fh + Fe(t− Ts(t))‖. This completes this proof.

Obviously, the finite-time convergence of xi − ψi1, ψ̃i1 = ψi1 − x̄i1 with x̄m1 = xs(t − Ts(t)), x̄s1 =
xm(t− Tm(t)) will imply that ei1 + ψ̃i1 = xi1 − x̄i1 will converge to zero in finite time.

With the definitions for ψ̃i1 and ψ̇i1 = ψi2, let us propose the following subsystem:

·

ψ̃i1 = ψi2 −
dx̄i1
dt

, ψ̇i2 = −ki4sig(ζi)
ρ4 , (31)

where dx̄i1

dt are the derivatives of x̄i1, ζi = ψ
1/ρ3
i2 − ψ

∗1/ρ3
i2 with the new auxiliary variables ψ∗

i2 =

−ki3sig(ψ̃i1)ρ3 , ki3 ∈ R+, 0 < ρ3 < 1, ki4 ∈ R+, and 0 < ρ4 < 1.
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Proposition 1. The closed-loop NNTSs (1) are WFTIOS with the input vectors dx̄i1

dt and the output
vectors xi2.
Proof. Choosing the Lyapunov function candidate as U1 =

∑

i=m,s
1
2 ψ̃

T
i1ψ̃i1, then one has

U̇1 =
∑

i=m,s

(

ψ̃T
i1(ψi2−ψ

∗
i2)− ψ̃T

i1

dx̄i1
dt

−ψ̃T
i1ki3sig(ψ̃i1)

ρ3

)

. (32)

Furthermore, let

U2 = U1 +
∑

i=m,s

n
∑

j=1

∫ ψi2j

ψ∗

i2j

(s1/ρ3 − ψ
∗1/ρ3
i2j

)2−ρ3ds, (33)

where ψi2j and ψ∗
i2j

are the jth term of vectors ψi2 and ψ∗
i2, respectively.

The derivative of U2 is given as

U̇2 6
∑

i=m,s

(

−(ki3 − 1)ψ̃T
i1sig(ψ̃i1)

ρ3 −
∥

∥

∥
ψ̃i1

∥

∥

∥

∥

∥

∥

∥

dx̄i1
dt

∥

∥

∥

∥

− (ki4 − c̄i1 − c̄i2)ζ
T
i sig(ζi)

ρ3 + Ξ̄i ‖ζi‖

∥

∥

∥

∥

dx̄i1
dt

∥

∥

∥

∥

)

,

(34)

where c̄i1 = ρ32
(2−ρ23)

/ρ3

(1+ρ3)(1+ρ3)/ρ3
, c̄i2 = Ξ̄i +

(2ρ3)
ρ3(ki3Ξi)

1+ρ3

(1+ρ3)1+ρ3
with Ξ̄i = (2 − ρ3)2

1−ρ3k
1/ρ3
i3 . By setting

ρ4 = 2ρ3 − 1, ki3 − 1− k̄i3 = ηi1, ki4 − k̄i4 − c̄i1 − c̄i2 = ηi2 with k̄i3, k̄i4, ηi1, ηi2 ∈ R+, it follows

U̇2 6
∑

i=m,s

(

− ηi1ψ̃
T
i1sig(ψ̃i1)

ρ3 − ηi2ζ
T
i sig(ζi)

ρ3 − k̄i3ψ̃
T
i1sig(ψ̃i1)

ρ3

− k̄i4ζ
T
i sig(ζi)

ρ3 −
∥

∥

∥ψ̃i1

∥

∥

∥

∥

∥

∥

∥

dx̄i1
dt

∥

∥

∥

∥

+ Ξ̄i ‖ζi‖

∥

∥

∥

∥

dx̄i1
dt

∥

∥

∥

∥

)

. (35)

With the definition of U2, we know that U2 6
∑

i=m,s
1
2 ψ̃

T
i1ψ̃i1+21−ρ3ζTi ζi; then there always exist two

K∞-functions φ1, φ2, K-functions φ3, φ4 such that

φ1(‖z(t)‖) 6 U2 6 φ2(‖z(t)‖), (36)

where z(t) = [ψ̃T
m1, ψ̃

T
s1, ζ

T
m, ζ

T
s ]

T.
For any solution z(t) and input dx̄i1

dt , it holds that

‖z(t)‖ > φ4

(∥

∥

∥

∥

dx̄i1
dt

∥

∥

∥

∥

)

⇒ U̇2 6 φ3(‖z(t)‖), (37)

where φ3(‖z(t)‖)˜U
1+ρ3

2
2 .

With Definition 3, it is clear that ψ̃i1, ζi are WFTISS with the inputs dx̄i1

dt with the gains as φ−1
1 ◦φ2◦φ4

(see Theorem 1 in [33] for details).
Furthermore, with ‖xi2‖ = ‖ei2 − ψi2‖ 6 ‖ei2‖+ ‖ζi‖

ρ3 + kρ3i3 ‖ψ̃i1‖
ρ3 , then we can obtain that xi2 are

WFTIOS with the input vectors dx̄i1

dt for all t > t0 and the fact that ei2 converges to zero in free motion

in finite time. The corresponding gains are πi = (1 + kρ3i3 )φ
−1
1 ◦ φ2 ◦ φ4. This proof is completed.

Remark 2. In the above analysis, the K∞-functions φ1, φ2 and K∞-function φ4 are easy to ob-
tain. For example we just simply set φ2(‖z(t)‖) = 2‖z(t)‖2 and φ1(‖z(t)‖) = 1

2‖z(t)‖
2. Moreover,

by setting ‖ψ̃i1‖ > ( 1
k̄i3

‖dx̄i1

dt ‖)1/ρ3 , ‖ζi‖ > ( Ξ̄i

k̄i4
‖dx̄i1

dt ‖)1/ρ3 , it follows that φ4(‖
dx̄i1

dt ‖) = (( 1
k̄i3

)1/ρ3 +

( Ξ̄i

k̄i4
)1/ρ3)‖dx̄i1

dt ‖1/ρ3 . Finally, the WFTISS gain can be achieved as πi = 4(1+ kρ3i3 )((
1
k̄i3

)1/ρ3 +( Ξ̄i

k̄i4
)1/ρ3).

Based on Proposition 1, further one can have the following.

Theorem 2. The finite-time convergence of joint position error vectors qm − qs(t− Ts(t)), qs − qm(t−
Tm(t)), qm− qs and velocity vectors q̇m, q̇s will be ensured if the control gains ki3, ki4, and ρ3 are chosen
to satisfy πm(1 + Υs) < 1 and πs(1 + Υm) < 1.
Proof. According to the above analysis, consider the closed-loop teleoperation (1) with 2 input vectors
and 2 output vectors, which can be ordered as y1 = xm2, y2 = xs2, u1 = dx̄m1

dt , and u2 = dx̄s1

dt .
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Proposition 1 indicates that the NNTSs (1) are WFTIOS. Furthermore, the elements of the WFTIOS
gain Γ0 = {γ0ij}, i = 1, 2, j = 1, 2 with γ011 = πm, γ012 = 0, γ021 = 0, and γ022 = πs can be determined.

Then, the estimations of the inputs dx̄i1

dt can be obtained with Assumption 1 as follows:

∣

∣

∣

∣

dxi1(t− Ti(t))

dt

∣

∣

∣

∣

6 (1 + Υi) |xi2(t− Ti(t))| . (38)

Therefore, the interconnection elements are given as M := {µji}, i = 1, 2, j = 1, 2 with µ0
11 = 0,

µ0
12 = 1 + Υs, µ

0
21 = 1 + Υm, µ0

22 = 0.
According to the above expressions, it is concluded that the closed-loop gain elements are given by

πm(1 + Υs) and πs(1 + Υm). Applying Lemma 1, by choosing controller gains to make inequalities
πm(1+Υs) < 1 and πs(1+Υm) < 1 hold, then we can conclude that all ψ̃i1, ψi2, xi2 ∈ L∞ and ψ̃i1 → 0,
ψi2 → 0, xi2 → 0 in finite time.

Thus with the definitions for ψ̃i1, ψi2, ei1, and ei2, we can directly obtain the finite-time convergence
of xi1 − x̄i1 and xi2. Furthermore, with qm − qs(t − Ts(t)) = qm − qs + qs − qs(t − Ts(t)) = qm − qs +
∫ t

t−Ts(t)
q̇s(δ)dδ, it is obvious that the finite-time convergence of qm − qs can also be achieved directly.

The proof for Theorem 2 is completed.

Remark 3. In general cases, the force/position hybrid control and the impedance control are applied
to improve the transparency of NNTSs. Compared with the impedance control which is more sensitive
to system uncertainties [38], the force/position hybrid control is more suitable for uncertain NNTSs.
Meanwhile, to avoid the increase of system energy caused by direct transmission force, the virtual force
transmission method proposed in [39, 40] can be applied.

Remark 4. In recent years, intelligent learning techniques such as NNs and FLs have been widely used
for estimation of system uncertainties. Yet, the complexity of neural weight or fuzzy rule training makes
the practical application of intelligent learning techniques problematic. Parameter adaptive estimation
method provides an alternative method for system uncertainties estimation. However, the traditional
parameter estimation law can only ensure the boundedness of the parameter estimation error. To tackle
this issue, the exact parameter estimation result is achieved in [29, 30] under the PE condition, which is
difficult to guarantee in practice [26,27]. Compared with the PE condition, the IE condition can alleviate
the requirement, which only needs to be maintained for an interval. According to this observation, the
adaptive finite-time parameter estimation problem under the IE condition is addressed in this paper.
Firstly, not only the system synchronization errors but also the parameter learning errors are employed
to drive the new parameter update laws. Secondly, besides the system parameter online instantaneous
data, the parameter historical data are explored to make parameter error convergence under a more
realizable IE condition. Moreover, different from [26] an adjustable forgetting factor is applied to trade
off the effect of the historical data and the instantaneous data. Then better parameter estimation will
be achieved.

Remark 5. In this paper, the finite-time force and position synchronization control is fulfilled. It is
well known, based on the finite-time control theory, the derived system convergence time depends on the
initial states of the system. The fixed-time control [40] and predefined-time control [41] are introduced
and then developed by many authors. It is worth noting that based on the theoretical innovation achieved
in this paper, it is not difficult to ensure the fixed-time and predefined-time stability for the NNTSs by
adding high power terms to the controller and parameter adaptive law.

4 Simulation and experiment

4.1 Simulation validations

In this subsection, two identical 2-DOF manipulators are chosen to constitute the master-slave teleop-
eration system [4]. For simulation, the actual parameters of system model are set as m1 = 0.5 kg,
m2 = 1 kg, l1 = 1 m, l2 = 0.8 m, and g = 9.81 m/s2. The joint mass uncertainties are considered
for the slave manipulator by assuming that we can obtain m1o = 0.39 kg, m2o = 0.846 kg, l1o = 1 m,
l2o = 0.8 m in reality. The communication time delays between the local side and the remote side are set
as Tm(t) = 200+100sin(t) ms and Ts(t) = 260+100sin(t) ms. In simulation, set the controller parameters
as km1 = ks1 = diag(6, 6), km2 = ks2 = diag(6, 6), km3 = ks3 = diag(1, 1), km4 = ks4 = diag(10, 10) with



Yang Y N, et al. Sci China Inf Sci June 2024, Vol. 67, Iss. 6, 162203:11

0 5 10 15
−20

−15

−10

−5

0

5

10

15

20

Time (s)

F
o
rc

e 
(N

)

0 5 10 15
−0.3

−0.2

−0.1

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

Time (s)

P
o
si

ti
o
n
 t

ra
ck

in
g
 e

rr
o
rs

 o
f 

su
b
sy

st
em

 (
1
6
)

q
m1

−ψ
m11

q
m2

−ψ
m12

Figure 1 (Color online) Human operator insert force F . Figure 2 (Color online) Position tracking errors em1 of sub-

system (16).
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Figure 3 (Color online) Position tracking errors ψ̃m1 of sub-

system (31).

Figure 4 (Color online) Joint positions of the master and the

slave.

ρ1 = ρ3 = 9/11, ρ2 = ρ4 = 7/11, Λs = diag(1, 1), Ls = diag(0.1, 0.1). The initial values of joint position

and velocity for the master and the slave are set as qm(0) = [ 0.2π 0.12π ]T, qs(0) = [ 0.1π 0.12π ]T,

q̇m(0) = q̇s(0) = [ 0 0 ]T. It is evident that under the chosen controller parameters, the conditions

πm(1 + Υs) < 1 and πs(1 + Υm) < 1 hold. A human force F in the Y direction shown in Figure 1 is
applied to the master site. As we can see in Figure 1, the human operator inserted force is 0 at 0 s, grows
to 20 N at 2 s, and goes down to zero from 2 to 4 s. Then the force decreases to −20 N from 4 to 6 s and
increases to zero at 8 s. With the human-force input, we know that the torque Fh = JT

m×[0 1]T×F , then
the torque Fe = JT

s ×[0 1]T×120000N×(y−0.4). Furthermore, the corresponding simulation results are
presented in Figures 1–8. In Figures 2 and 3, the trajectories of variables em1 = [qm1−ψm11; qm2−ψm12]
and ψ̃m1 = [ψm11 − qs1(t − Ts(t));ψm12 − qs2(t − Ts(t))] are shown for two joints, respectively. In Fig-
ure 4, the synchronization errors qm− qs are given, respectively. It is evident that the finite-time position
synchronization performance can be achieved based on Figures 2–4. Furthermore, to verify the param-
eters composite learning ability, the estimations for the unknown parameters m1 −m1o and m2 −m2o

are shown in Figure 5. Obviously, the unknown system mass parameters can be precisely estimated in
finite time. The control torques of master τm = [τm1; τm2] and slave τs = [τs1; τs2] for joins 1 and 2 are
shown in Figure 6. The superior torque reflecting the property of the teleoperation system in the case of
crash is shown in Figure 7. It can be seen that when the slave hit the wall at 1 s, a large environmental
force was instantly generated. Figure 8 presents that the slave robot is stuck at the position of 0.4 m at
1 s and begins to move in reverse at 4.8 s. Then, due to the application of human force in the negative
direction, the slave gradually moved away from the wall in reverse motion with the environmental torques
gradually decreasing. In the end, the effectiveness and the fast and precise synchronization performance
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Figure 6 (Color online) Control torques for the master and

the slave.
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Figure 8 (Color online) Y -position of the master and slave.

of the developed control algorithm have been verified through the above simulation results.

4.2 Experimental validations

In addition to simulation results, hardware experimental results will also be provided to further val-
idate the effectiveness and robustness of the proposed CLFTAC approach. The 3-DOF NNTS plat-
form consisting of two Phantom Premium 1.5A robots (SensAble Technologies, Inc.) is shown in Fig-
ure 9 (for a detailed introduction for our platform, please refer to our previous literature [7]). In
the experiment, because the exact system parameters of the platform are totally unknown, we choose
Mio (qi) = diag(0.2). Parameter adaptive method is applied to estimate unknown Fi(qi, q̇i, q̈i) =
(Mi (qi) −Mio (qi))q̈i + Ci (qi, q̇i) q̇i + Gi (qi). Furthermore, parameters of the designed controller are
selected as km1 = ks1 = diag(0.2, 0.5, 0.6), km2 = ks2 = diag(0.2, 0.3, 0.4), km3 = ks3 = diag(0.1, 0.1, 0.1),
km4 = ks4 = diag(1, 1, 1) with ρ1 = ρ3 = 9/11, ρ2 = ρ4 = 7/11, Λs = diag(1, 1, 1), and Ls =
diag(0.1, 0.1, 0.1).

4.2.1 Effectiveness validations under different time delays

The time delay of three cases will be considered. Case 1: Tm(t) = Ts(t) = 50 + 40sin(t) ms; Case 2:
Tm(t) = Ts(t) = 100 + 60sin(t) ms; Case 3: the random jittering delay signals. The corresponding
master-slave position tracking results are shown in Figure 10 for three joints, respectively. According to
Figure 10, it can be stated that when the operator holds the master robot to make it move, due to the
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Figure 9 (Color online) Experimental platform of networked teleoperation systems.
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Figure 10 (Color online) Trajectories of the master and slave during free motion under (a) Tm(t) = Ts(t) = 50 + 40sin(t) ms,

(b) Tm(t) = Ts(t) = 100 + 60sin(t) ms, and (c) random jittering time-varying delays.

proposed controller, the slave robot will follow the master robot to move accordingly. Yet, owing to a
delay in network communication channels, there are position synchronization errors between the master
and slave, and the size of the tracking errors varies with different time-varying delays. Meanwhile, it is
also evident that in free motion, the position synchronization errors qm− qs will rapidly converge to zero.
Figure 11 shows the relevant torque reflecting properties in the X-direction and Y -direction, respectively,
in which it can be seen that the environment torque fluctuates around zero due to slave’s no collision
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Figure 12 (Color online) Trajectories of the master and slave

during contact under Tm(t) = Ts(t) = 100 + 60sin(t) ms.
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Figure 13 (Color online) (a) Torques of the human and external environments in Case 2; (b) control torques of the slave under

Tm(t) = Ts(t) = 100 + 60sin(t) ms.

with the external environment.

4.2.2 Effectiveness validations when contacting with an object

Furthermore, we will verify the validity of the proposed control approach in the case of a collision between
a slave robot and an object under time delays Tm(t) = Ts(t) = 100 + 60sin(t) ms. In the experiment,
we place an object next to the slave robot, and the slave robot will close to the object by tracking the
path of the master robot, which is manipulated by the human operator. Eventually, the slave robot
will contact the object. At this point, if the operator continues to push the master robot, the operator
will feel more and more resistance. In order not to damage the slave robot and object, the operator
moves the end of the master robot in the opposite direction. At this point, due to the change of the
master robot’s trajectory, the slave robot will adjust its trajectory under the action of the controller and
continue to follow the master robot’s movement, while slowly leaving the object. When the master robot
stops moving, the master-slave synchronization error rapidly approaches zero. The relevant experimental
results can be seen in Figures 12–14. In Figure 12, we can see that when the movement direction of
the master robot changes suddenly and the collision occurs between the slave robot and the object, the
master-slave synchronization error will be relatively large due to the effect of time delay, but satisfactory
synchronization performance can be obtained in the rest period. Figure 13(a) depicts the torque reflecting
property in the X-direction and Y -direction for the master and the slave, respectively. It is clear that
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Figure 14 (Color online) Trajectories of the master and slave (a) and control torques of the slave (b) under random jittering

delay signals.
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Figure 15 (Color online) Trajectories of the master and slave (a) and control torques of the slave (b) under random jittering

delay signals with unknown external disturbances.

when the operator moves the master robot, the force exerted by the operator increases, and the force
exerted by the environment increases suddenly only when the slave robot collides with an external object.
Figure 13(a) presents that the slave robot is stuck at the position of −0.5 m at 17 s and begins to move in
reverse at 27 s. Then, due to the application of human force in the opposite direction, the environmental
force gradually tends to zero. Figure 13(b) shows that the control torque of the slave robot is always
bounded and varies with the synchronization error of the master-slave robot. Similarly, the random
jittering delay is also considered and corresponding experimental results are shown in Figures 14(a) and
(b). It is evident that, satisfactory master-slave synchronization performance can also be guaranteed even
under the random jittering delay.

4.2.3 Effectiveness validations of system robustness

Finally, the robustness of the proposed control algorithm is further verified in the presence of unknown
external disturbances d(t) = 0.1+0.06sin(t) and random jittering time-varying delays. In Figure 15(a), the
position trajectories of the master and slave are given. Obviously, satisfactory position synchronization
performance can also be obtained even if there exist unknown external disturbances in experiments.
Additionally, Figure 15(b) depicts the slave robot’s control torques. It can be seen that the control
torque of the slave robot is always bounded, that is, the system always runs stably.
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5 Conclusion

In this article, the delay-dependent finite-time synchronization performance is achieved for a class of
NNTSs with asymmetric time-varying delays in the presence of system uncertainties. A new robust
CLFTAC approach is designed to make the position synchronization errors and the parameter learning
errors simultaneously converge to zero in finite time. Thus, the robustness of the closed-loop NNTSs is
enhanced greatly. This paper provides the first composite learning finite-time control results for NNTSs
under such weak conditions as communication time-delays and system excitation conditions. Further-
more, the finite-time stability of the closed-loop system is proven by proposing the proper Lyapunov
function and multi-dimension finite-time small-gain theorem, strictly. Finally, the superior performance
of the designed control strategy is verified with the simulation and experimental results. In the fu-
ture, the fresh and powerful approaches such as the deep reinforcement learning strategy [42] and the
event-triggered control method [43] will be considered in teleoperation systems NNTSs to obtain better
synchronization performance.
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Appendix A Proof of Lemma 1

R
n
+ denotes the positive orthant in R

n, i.e., Rn
+ := {(η1, η2, . . . , ηn)

T ∈ R
n, s.t. ηi > 0 ∀i = 1, . . . , n}. Let ‖Y ‖ := (‖y1‖, ‖y2‖, . . . ,

‖yq‖)
T ∈ R

q
+ and β(‖η‖, t) := [β1(‖η‖, t), β2(‖η‖, t), . . . , βq(‖η‖, t)]

T ∈ R
q
+, where βi ∈ GKL are the functions from the definition

of WFTIOS (Definition 2).

First of all, note that uj(t) ≡ 0 for t < 0 implies that η(t) is well-defined for t 6 0. Also, the WFTIOS property implies that

sup
t∈[−T∗(0),0]

‖Y ‖ 6 β(
∥

∥η(−T
∗
(0))

∥

∥ ,−T
∗
(0)). (A1)

According to the inequality (11) and the local Lipschitzness of hi(x), the solution of systems (9), (11) exists at least for all

t < t∗, where t∗ > 0. Because of the assumptions presented in this paper, one has

sup
t∈[0,t∗)

‖Y ‖ 6 β(‖η(0)‖ , t) + Γ · sup
t∈[−T∗(0),t∗)

‖Y ‖

6 β(‖η(0)‖ , t) + Γ ·

(

sup
t∈[−T∗(0),0]

‖Y ‖ + sup
t∈[0,t∗ ]

‖Y ‖

)

6 β(‖η(0)‖ , t) + Γ ·

(

β(
∥

∥x(−T∗(0))
∥

∥ ,−T∗(0)) + sup
t∈[0,t∗ ]

‖Y ‖

)

. (A2)

These inequalities imply

[I − Γ] · sup
t∈[0,t∗)

‖Y ‖ 6 β(‖η(0)‖ , t) + Γ · β(
∥

∥η(−T∗(0))
∥

∥ ,−T∗(0)), (A3)

where I denotes the unit matrix with corresponding dimensions. As we all know, for a matrix Γ ∈ R
q×q with all nonnegative

elements, the inequality ρ(Γ) < 1 implies that the matrix [I − Γ] is invertible and all elements of the matrix [I − Γ]−1 are

nonnegative. Therefore, we have

sup
t∈[0,t∗)

‖Y ‖ 6 [I − Γ]−1





β(‖η(0)‖ , t)

+Γ · β(‖η(−T∗(0))‖ ,−T∗(0)).



 . (A4)

And when t∗ > T (r), we have supt∈[0,t∗)‖Y ‖ 6 [I − Γ]−1Γ · β(‖x(−T∗(0))‖,−T∗(0)), and it is easy to see that t∗ = +∞.

The uniform boundedness of yi(t), i ∈ Nq yi(t), i ∈ Nq , therefore, is proven. The uniform boundedness of uj(t), j ∈ Np, now

follows directly from (9) and (11).

To prove the finite-time convergence, note that

lim
t→T(r)

‖Y (t)‖ 6 Γ lim
t→T (r)

(

sup
s∈[t−T∗(t),t]

‖Y (s)‖

)

. (A5)
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Due to Assumption 1, one has

lim
t→T (r)

(

sup
s∈[t−T∗(t),t]

‖Y (s)‖

)

= lim sup
t→T (r)

‖Y (t)‖ , (A6)

and therefore we have

[1 − Γ] · lim sup
t→T(r)

‖Y (t)‖ 6 0. (A7)

Since [1 − Γ] has full rank, the above inequality implies lim supt→T(r)‖Y (t)‖ = 0. This proves the convergence yi(t), i ∈ Nq ,

and the convergence of uj(t), j ∈ Np, following from (11) and Assumption 1. It is completed.

Appendix B Auxiliary filters design

The auxiliary filters addressed in this paper are as follows. According to Property 2, a linearly parameterized master-slave NNTS

model can be obtained as

τi − Yi(xi1, xi2, ẋi2)Θi + Fihe = Yi(xi1, xi2, ẋi2)θi, (B1)

where Mio(qi)q̈i + Cio(qi, q̇i)q̇i +Gio(qi) = Yi(xi1, xi2, ẋi2)Θi.

By applying the designed nonlinear filter, it is easy to have Yif (xi1, xi2, ẋi2)θi = τif −Yif (xi1, xi2, ẋi2)Θi+Fihef . After passing

through the filter, Yi(xi1, xi2, ẋi2), τi, and Fihe are represented as Yif (xi1, xi2, ẋi2), τif , and Fihef , respectively. Furthermore,

one has


























kẋi2f = sig(xi2 − xi2f )
ρ1 ,

kẎif (xi1, xi2, ẋi2) = sig(Yi(xi1, xi2, ẋi2) − Yif (xi1, xi2, ẋi2))
ρ1 ,

kτ̇if = sig(τi − τif )
ρ1 ,

kḞihef = sig(Fihe − Fihef )
ρ1 ,

(B2)

where xi2f (0) = 0, Fihef (0) = 0, Yif (xi1(0), xi2(0)) = 0, and τif (0) = 0.

Then ẋi2f can be replaced by
sig(xi2−xi2f )ρ1

k .

To remove the previous PE condition for system signals, we introduce a matrix Hi(t) and a vector Di(t). By applying the

developed nonlinear filter, the tuning laws of Hi(t) and Di(t) are designed as







Ḣi = −ℓHi + Y T
if (xi1, xi2)Yif (xi1, xi2), Hi(0) > σI,

Ḋi = −ℓDi + Y T
if (xi1, xi2)(τif − Yif (xi1, xi2, ẋi2)Θi + Fihef ), Di(0) > σI,

(B3)

where ℓ ∈ R+ representing a forgetting factors for the filter matrix is chosen as a positive constant. Additionally, the dynamic

behavior of the Hi(t) and Di(t) can be determined by selecting different ℓ.

Considering an integral duration Td ∈ R+, by integrating (B.2) in this period, it can be obtained that







Hi(t) =
∫

t
t−Td

e−ℓ(t−υ)Y T
if (υ)Yif (σ)dυ,

Di(t) =
∫ t
t−Td

e−ℓ(t−υ)Y T
if (υ)[τif (υ) − Yif (υ)Θi + Fihef (υ)]dυ.

(B4)

According to (A3), the IE condition for the system signal can be understood as Hi(Td) > σI, where σ is a signal exciting

strength. σ can be obtained by finding the minimal singular value of
∫ t
t−Td

e−ℓ(t−υ)Y T
if (υ)Yif (υ)dυ. Let Te be the first epoch that

satisfies the IE condition [20]. Then, define a current maximal exciting strength as follows:

σc(t) := max
r∈[Td,t]

{σ(r)}. (B5)

The vector Wi(Te) applied in the new parameter adaptive law (22) can be derived with Hi(Te), Di(Te) as

Wi(t) =







Hi(Te)θi −Di(Td), t > Te,

0, otherwise.
(B6)
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