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In recent years, the data-driven electricity theft detection

methods integrated with edge cloud computing [1, 2] have

not only demonstrated superior detection accuracy but also

improved efficiency, making them viable alternatives to in-

door inspections. Energy service providers (ESPs) typically

manage regions by dividing them into various transformer

districts (TDs). The detection of electricity theft in a partic-

ular region is performed by the associated TD, which in turn

determines whether a consumer is engaged in the theft be-

havior or not [3]. However, ensuring data privacy is a major

challenge during the model training process on a cloud server

(CS). This is because the fine-grained consumption data can

potentially reveal undisclosed preference information of con-

sumers, resulting in a reluctance from both consumers and

ESPs to share their data.

As a distributed paradigm, federated learning is consid-

ered a promising solution that enables multiple data own-

ers to jointly train a global model without exposing their

raw data [4]. In a vanilla federated learning theft detec-

tion framework, TDs in different areas collect consumption

data and train the detection model with the assistance of an

aggregator. However, deploying a vanilla federated learning-

based framework in the smart grid as a distributed alterna-

tive to train a theft detection model still presents certain

challenges. Firstly, the privacy of consumption data needs

to be preserved throughout the federated learning process.

Meanwhile, the increasing scale of the model incurs a sig-

nificant computational requirement on resource-constrained

devices. Besides, the straggler issue caused by discrepancies

in the hardware resources and communication link quality

may have a negative impact on model performance. There-

fore, we address the aforementioned problems by proposing

a federated learning and U-shape split learning-based elec-

tricity theft detection framework (FUSE). The preliminary

about federated learning and split learning is detailed in

Appendix A.

Proposed framework. In our framework, we consider M

TDs (TD = {TDi|i ∈ [1,M ]}) in different ESPs are involved

in the federated learning process to train a theft detection

model jointly. For each TD, there are N smart meters (SMs)

SMj
i
(j ∈ [1, N ]), which maintains the daily consumption

data x
j
i
of a given consumer. y

j
i
represents the consumer

label of xj
i , denoting whether or not the theft behavior ex-

ists on SMj
i . Thus, it is assigned and managed by TDi. The

detailed problem formulation and threat model are provided

in Appendix B.

As shown in Figure 1, four kinds of entities participate

in the FUSE framework: SMs, TDs, CSs, and an aggrega-

tor. The workflow of FUSE is presented in Algorithm C1.

The full process of FUSE can be divided into three parts:

initialization, three-tier U-shape split learning-based local

training, and two-stage semi-asynchronous aggregation.

In the initialization phase, all parts of the model are ini-

tialized. Then the corresponding part of the model is en-

crypted and sent to all the TDs and CSs, respectively. Then,

for each TDi along with the corresponding CSi, the three-

tier U-shape split learning-based local training is performed.

To guarantee that the feature of the consumption data and

labels of consumers are maintained at the place where they

are derived (data in SMs, label in TDs), a novel variant of

split learning — three-tier (SM, TD, and CS) U-shape split

learning is deployed in FUSE. The full theft detection model

is split into the feature extractor (lower layer of the model),

the feature learner (middle majority layer of the model), and

the feature classifier (top layer of the model). Considering

the limited resources of both SMs and TDs, assisted CSs are

used to perform the majority of the model training tasks,

thereby reducing the computational overhead. As shown in

Figure 1, the forward propagation and the backpropagation

of the training process follow the path of the green and red

lines. Specifically, the forward propagation is performed as

follows:

outpute−1

FEj
← ForwardPropagation(we−1

FE
, x

j
i ),

outpute−1
FL
← ForwardPropagation(we−1

FL
, outpute−1

FE
),

ŷ ← ForwardPropagation(we−1
FC

, outpute−1
FL

).

The gradients of each component are then backpropagated.

The data flow takes on the shape of the letter “U”, result-

ing in the adoption of the term “U-shape split learning” for

this approach. Thus, by deploying the U-shape split learn-

ing, the owner of the label (TD) does not require any label

sharing. In order to enhance privacy-preserving, fully ho-

momorphic encryption is applied such that the aggregator
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Figure 1 (Color online) Overview of the proposed framework.

is unable to infer sensitive information from the local mod-

els.

Practically, the model submission time may vary between

a given TDi and its corresponding CSi, since CSi updates

the feature learner in advance of the update on the fea-

ture extractor by TDi due to the order in the U-shape split

learning-based local training process. Inspired by the work

in [5], we address this issue by aggregating the models from

TDi and CSi respectively, such that the CSi is not required

to wait for the TDi during model submission.

After finishing local model training, each part of the

model is sent to the aggregator respectively for two-stage

semi-asynchronous aggregation. As a result of the com-

munication distance, uplink bandwidths, and computing

capacities, the submission time of the local models also

varies across different TDi and CSi. Two buffers are

set to collect the models received from TDs and CSs.

The models in the same buffer may be derived from

basic global models in different rounds. The aggrega-

tor first pre-aggregates the top-m models which have the

highest cosine similarity denoted as cos with the global

model in the previous round. This pre-aggregation is

composed of deriving the weighted average parameters,

the dataset size, and the staleness regarding cos, as fol-

lows: [[vnew]]pk =
∑

i,k,j∈Buff
cosj∑

j∈Buff
cosj

[[vki ]]pk, |D| =

∑

i,j∈Buff
cosj∑

j∈Buff
cosj
|Di|, τ =

∑

k,j∈Buff
cosj∑

j∈Buff
cosj

(r−

k). Then the global model is aggregated as follows:

[[vr ]]pk ← (1− θr)[[v
r−1]]pk + θr[[v

new]]pk, (1)

where θr is the final weight of the updated model deter-

mined by the product of a hyperparameter θ ∈ [0, 1] and

g(·), which is a function of staleness and dataset size, i.e.,

θr = θg(τ , |D|). g(·) is defined as follows:

g(τ , |D|) =
1

(

1 + τ +
∑

|Di|

M|D|

) 1

e

. (2)

The detail of FUSE is elaborated in Appendix C.

Experiment. Detailed experimental studies have been

carried out to evaluate FUSE by using a real-world dataset.

We first explore the hyperparameters of our framework.

Then the selected hyperparameters are applied to evalu-

ate the performance of FUSE. What is more, we analyze

the communication and computation overhead of our frame-

work. The detailed results provided in Appendix D demon-

strate the improvements achieved by our framework, includ-

ing a better model performance and a reduction in the com-

putational overhead for resource-constrained devices.

Related work. The related work is provided in Appen-

dix E.

Conclusion. In this study, we propose a novel theft de-

tection framework named FUSE. Firstly, we introduce a

new variant of split learning named three-tier U-shape split

learning into the local training process. This allows us to

migrate the extensive computational overhead to the as-

sisted CSs, while ensuring the sensitive data is preserved

in the place where it is generated for privacy-preserving.

Furthermore, we design a two-stage semi-asynchronous ag-

gregation mechanism to accommodate the straggler issue

and associated communication overhead, which consists of

cosine similarity-based pre-aggregation and staleness-aware

aggregation. Finally, we conduct extensive experiments and

validate our model performance through the comparisons

with the benchmarks.
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