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Drug discovery is a pivotal discipline involving the identi-

fication and development of innovative pharmaceuticals de-

signed to combat a wide array of illnesses. It plays a cru-

cial role in advancing global health outcomes and improving

the standard of living for individuals worldwide. However,

drug discovery often relies on laborious in vitro experiments,

which consume substantial time and human resources [1].

Consequently, large-scale prediction of drug-target affinity

(DTA) becomes paramount in this field [2]. Fortunately,

machine learning techniques have expedited the process of

large-scale DTA prediction and provided highly precise fore-

casts, revolutionizing the landscape of drug discovery [3].

In recent years, deep learning methods have emerged

as the preferred approach for constructing DTA prediction

model frameworks. These methods fall broadly into two

categories: sequence-based and graph-based. The sequence-

based method treats the simplified molecular input line

entry system (SMILES) of drugs and the amino acid se-

quences of proteins as languages, employing natural lan-

guage processing techniques to extract drug and protein fea-

tures. For example, FusionDTA [4] is a sequence-based ap-

proach. Conversely, the graph-based method, exemplified

by MgraphDTA [5], considers the structural characteristics

of drugs and proteins, viewing the atoms and amino acids

of drugs and proteins as nodes in a graph. The edges con-

necting these nodes represent chemical bonds, and the graph

neural network (GNN) technique is then employed to extract

the features of drug-protein (DP) pairs.

Despite their effectiveness, these methods have their lim-

itations. The sequence-based method does not account for

the structural attributes of the drug and protein, whereas

the graph-based method overlooks the significance of se-

quence information in feature extraction. Furthermore, it

is infeasible to construct DP pairs in a single graph as the

protein and drug molecule graphs exist at different hierar-

chical levels.

Methods. To overcome these limitations, we propose a

novel model that combines the strengths of both sequence-

based and graph-based methods while mitigating their

shortcomings. As shown in Figure 1(a), our method uses

a sequence-based model for feature extraction and a graph-

based method to represent the internal structure of DP

pairs. We tokenize and extract features from the SMILES of

the drug and the amino acid sequence of the protein using

tokenizers and long short-term memory networks (LSTMs).

We then construct separate graph structures for the drug

and protein and connect them using a virtual node to cre-

ate a hybrid graph. Node features are derived from the

sequence-based model. The hybrid graph is then passed

into a GNN for DTA prediction. The details of our method

are provided in Appendix A.

Results. We validated our model using the Davis and

KIBA datasets. Our evaluation metrics were the mean

squared error (MSE), concordance index (CI), and regres-

sion toward the mean index (r2
m
). Detailed information on

these datasets and metrics can be found in Appendix C.

As depicted in Figure 1(b), our experimental results show

that our model outperforms in all three metrics for both

datasets. This suggests that combining graph-based and

sequence-based methods is not only feasible but also out-

performs the state-of-the-art method in two categories.

Moreover, we developed a 3D graph model based on

GraphDTA. We hypothesized that using 3D structures of

drugs and proteins could improve the accuracy of prediction.

However, our experiments on the Davis dataset showed that

this 3D GNN-based model did not outperform GraphDTA

with a 2D GNN (Table E1). In fact, the 3D GNN-based

approach performed worse than our model, which combines

sequence-based and graph-based methods. This might be

due to the 3D GNN’s inability to effectively simulate the

DTA binding pocket and model chemical bonds. While 3D

GNNs have their advantages in other tasks, they may not

be the optimal approach for DTA prediction.

Figure 1(c) presents the results of an error analysis per-

formed on subsets of different drugs and protein sizes in the

Davis and KIBA datasets to analyze factors affecting the

prediction accuracy of our model. We observed an increas-

ing trend in MSE with longer SMILES lengths and protein

sequence lengths under 1500. However, intervals exceeding

1500 exhibited random MSE, likely due to limited data. Our

error analysis underscores the challenge of handling larger

inputs in DTA models, which require more message passing

for feature interactions in GNNs. Detailed information on

this analysis can be found in Appendix D.

To verify the interpretability of our model, we exam-

ined known biological findings such as the catalytic triad
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Figure 1 (Color online) Overview of our method and its performance evaluation. (a) The framework of our method: utilization

of sequence and structural information of drugs and proteins to enhance the predictive accuracy of DTA; (b) comparative analysis:

performance comparison of our method with other models; (c) error analysis results: a depiction of error trends in our model’s

predictions.

in hydrolase and transferase proteins. Specifically, we in-

vestigated examples of Hydrolase and Transfer (PDB ID:

4EY7 and 1ATP) proteins by inputting them along with

their respective ligands into our model to explore the atten-

tion weight ranking of trimers. Residues His447, Glu334,

and Ser203 of 4EY7 were ranked 33, 2, and 245 respectively

out of a total of 530, while residues Asp166, Lys168, and

Glu91 of 1ATP were ranked 5, 17, and 8 respectively out

of a total of 336. Except for Ser203, all other residues were

within the top 10%. The coverage rate is 83%. These cases

demonstrate the model’s ability to capture key residues.

Discussion. In conclusion, our study analyzed the classi-

fication and inherent problems of deep learning-based meth-

ods for DTA prediction. While both graph-based and

sequence-based methods have their limitations, they also

have distinct advantages. Consequently, we proposed a

novel DTA prediction method that integrates the benefits of

both methods to avoid their respective shortcomings. Our

approach demonstrated superior performance compared to

previous methods on both the Davis and KIBA datasets.

Furthermore, we investigated the impact of drug and protein

size on prediction accuracy in DTA tasks and examined the

performance of 3D graph methods for DTA tasks. Finally,

we validated the interpretability of our method through the

analysis of trimeric structures.

There is still ample room for improvement in the cur-

rent methods. For instance, there are many ways to com-

bine protein and drug graphs, and large-scale pre-training

models can be used for feature extraction. However, this

study has demonstrated the feasibility of using graph-based

methods to extract the structural information of DP pairs

and using sequence-based methods to extract features from

both. In the future, we aim to further explore the details

of combining these two methods to improve the accuracy

and interpretability of DTA prediction. We will also inves-

tigate the use of curriculum learning to mitigate the impact

of protein and drug sizes on accuracy.
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