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Understanding the collective dynamics of leader-follower

systems is a crucial and challenging issue. Previous stud-

ies have a priori designated leaders. However, the leader-

follower relationship is self-organized in human society over

time and social interactions [1]. Evolutionary game the-

ory [2] provides an effective framework for understanding the

emergence of cooperation. Some mechanisms are proposed

to promote cooperation, such as reputation [3]. Recently,

several studies have focused on the emergence of coopera-

tion through reinforcement learning game dynamics [4]. Ad-

ditionally, the dynamic process in other learning algorithms

has also been studied, such as regret minimization [5].

In this study, we consider the settings with these two

kinds of game players and describe them by proposing a

new population game. To study this new game framework,

we used the prisoner’s dilemma game with voluntary partic-

ipation. Furthermore, we demonstrated that the proposed

mechanism produces a leader-follower relationship using the

Monte Carlo (MC) simulation. The reinforcement learning

players can perform like “leaders” in encouraging coopera-

tion due to the ability to learn reciprocity from the environ-

ment, while the evolutionary game theory players perform

like “followers” and become more cooperative by imitating

cooperative leaders.

Model. There are two agents and three actions in the

prisoner’s dilemma game with voluntary participation: over-

cooperation (C), defection (D), and loner (L). In each round,

the agent chooses an action and obtains a timely profit based

on the joint actions of two agents. Cooperation yields a re-

ward R, whereas mutual defection results in a punishment

P . The cooperator obtains the sucker’s payoff S, and the

defector obtains the temptation T in the mixed-population

case. For simplicity, we take T = b, R = 1, P = 0, and

S = 0. Therefore, the payoff can be described by the payoff

matrix with only one parameter b (1 6 b 6 2). δ ∈ (0, 1)

denotes the payoff of the risk-averse loner and its opponent.

Appendix A shows the payoff matrix.

The RLP is the agent in this game, who makes decisions

based on Q-learning. The game ends when agent i chooses

an action aj and receives an immediate payoff rit at each

time step t. Therefore, there is no state transition. The

RLP updating equation based on Q-learning is as follows:

Qi
t+1 (aj) = (1− η)Qi

t (aj) + ηrit, (1)

where we use ε-greedy as the RLP’s exploration policy. The

policy πi(s) for agent i given current state s is defined as

πi(s)=

{

argmaxa∈Ai
Qi(s, a), with probability 1− ε,

U(Ai), with probability ε,
(2)

where U(Ai) denotes a sample from the uniform distribution

over the action space.

The agent who uses the “imitation rule” is the evolution-

ary game player (EGP). The probability that EGP i imitates

the strategy of the other agent j depends on the following:

W =
1

1 + exp((ri − rj)/K)
, (3)

where the parameter K measures the extent of noise. ri and

rj are the profits of the EGP and the neighbor.

Each agent is initialized on an L× L square lattice with

periodic boundaries and neighbors. At each time step of the

MC simulation, each agent plays the game with its neigh-

bors and updates its strategy based on its role (i.e., RLP or

EGP). We calculated the frequency of every strategy (C, D,

and L) at the end of each MC step. The detailed concurrent

evolution framework is presented in Appendix B.

Results. Figure 1 shows that the frequency of coopera-

tion (fc) is higher in the mixed population than in the pure

population. Although defection is a nonexclusive strategy
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Figure 1 Frequency of cooperation (fc) is represented as a function of temptation b and the ratio of RLPs in four situations:

(a) mixed-population, (b) subpopulation of RLPs, (c) subpopulation of EGPs, and (d) mixed-population in the BA scale-free

network. The BA network consists of 1000 nodes with an average degree of 8.

in a pure population of EGPs, introducing a slight num-

ber of RLPs into the environment is sufficient to stimulate

cooperation. Further introduction of RLPs makes coopera-

tion a dominant behavior, but only while their density re-

mains moderate. Specifically, cooperation peaks at a den-

sity of RLPs of approximately 25% in the total population

and gradually declines afterward but it never returns to zero

(Figure 1(a)). Similar phenomena can also be observed in

both RLPs and EGPs subpopulations (Figures 1(b) and

(c)). This indicates that a combination of two dynamics

makes individuals more cooperative, regardless of whether

they are RLPs or EGPs. Similar results were obtained on

the Barabási-Albert (BA) scale-free network, which is illus-

trated in Figure 1(d). The frequency of cooperation also

tends to increase first and then decrease. To further clarify

the results above, some snapshots during the evolution pro-

cess are presented in Appendix C. We separately analyzed

the dynamics of RLPs and EGPs to study the underlying

causes.

RLPs as leaders for cooperation. For RLPs, the domi-

nant strategy is loner after training, and the frequency of

cooperation in the mixed-population (36%) is significantly

higher than in the pure RLP population (20%). By sum-

marizing the RLPs’ cooperative feedback strategy across

all strategy combinations of neighbors, we found that reci-

procity has emerged among RLPs, meaning they can feed-

back more cooperative behaviors when facing more cooper-

ation. The probability of cooperation gradually decreases

from 31.179% to 0.014% (see Table D1) as the surrounding

cooperative neighbors decrease. The loner strategy is essen-

tial for the maintenance of cooperation in the population

because the proportion of loner-cooperation (LC) pairs is

the highest among the pairs that include cooperation (LC,

CC, and CD). A detailed analysis of RLPs can be found in

Appendix D.

EGPs as followers for cooperation. For EGPs, cooper-

ation is also significantly promoted in mixed-population.

However, the frequency of cooperation of EGPs is 58%,

which is significantly higher than the frequency of RLPs

(36%), implying that there are more cooperative EGPs in

the population. By examining the strategy pair between

different subpopulations, we found that raising the ratio of

RLPs brings a high frequency of CC pairs in the mixed-

population but only up to an exact threshold, after which

the LL pairs increased, which means the loner strategy again

dominates. Moreover, the frequency of CC pairs is highest

among individuals belonging to the same game dynamic,

while LC and CL pairs are the highest among individuals

belonging to different game dynamics. Therefore, the RLP

plays a twofold role which serves as an interspecific loner

and a leader for EGP cooperation while EGPs serve as fol-

lowers. We further analyzed the effect of the loner strategy

and found that the loner strategy can safeguard a small area

to suppress the emergence of defection, and then the cooper-

ative EGPs around the loner strategy are stimulated by the

loner strategy and form clusters to protect themselves from

the invasion of defection. Appendix E contains a detailed

analysis.

Overall, an EGP adopts an action by imitating its neigh-

bors, while an RLP updates its Q-value by evaluating its

reward obtained by interacting with the environment and

all opponents. An RLP adopts an action just because the

Q-values of the action adopted are higher than those of ac-

tions not adopted. Thus, an RLP explores itself and thus

performs like the leader, while an EGP imitates and thus

performs like the follower.

Dynamics of the mixed-population. To show how cooper-

ation evolves in the population, we theoretically model the

dynamics of EGPs and RLPs using pair approximation. The

result of the approximate calculation is consistent with the

previous MC simulation. Detailed dynamics equation and

the result are presented in Appendix F.

Conclusion. A new mixed-population game dynamics

was studied in the prisoner’s dilemma game with voluntary

participation. We found that the leader-follower relation-

ship emerges among the population, and EGPs are the main

participant in cooperation, while RLPs perform like leaders

who encourage EGPs to cooperate. There is an optimal

value of the ratio of the two-game dynamics that promotes

cooperation.
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