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Large models open up new opportunities for artificial intel-

ligence. In the past few months, there has been a boom

in training foundation models on the vast linguistic corpus

to produce amazing applications, e.g., ChatGPT, GPT-4.

Both natural language processing and multimodal learning

communities have been revolutionized. Large models’ capac-

ity for generalization and emergent makes it easy for users

to believe that large models can solve anything.

Very recently, the “Segment Anything” [1] project was

released, and its Segment Anything Model (SAM) is a large

ViT-based model trained on the large visual corpus (SA-

1B). This is a ground-breaking step toward artificial general

intelligence, as SAM demonstrates promising segmentation

capabilities in various scenarios and the great potential of

the foundation models for computer vision. Like all com-

puter vision researchers, we cannot wait to probe the per-

formance traits of SAM to help the community comprehend

it further. Moreover, it is interesting to explore the situa-

tions in which SAM does not work well.

In this study, we compare SAM quantitatively with

cutting-edge models on camouflaged object segmentation

tasks and present diversified visualization results in three

concealed scenes, i.e., camouflaged animals, industrial de-

fects, and medical lesions. Our main observation is that

SAM looks not skillful in concealed scenes.

Experiment. We use three frequently used camouflaged

object segmentation (COS) benchmarks to evaluate SAM. If

under the unprompted setting, SAM generates multiple bi-

nary masks and can pop out several potential objects within

an input. For a fair evaluation of interesting regions in a spe-

cific segmentation task, we take a strategy to select the most

appropriate mask based on its ground-truth mask. Formally,

given N binary predictions {Pn}Nn=1
and the ground-truth

G for an input image, we calculate intersection over union

(IoU) scores for each pair to generate a set of evaluation

scores {IoUn}Nn=1
. We finally select the mask with the high-

est IoU score from this set.

Our evaluation protocols are following the standard prac-

tice as in [2]. (1) Datasets: We use three commonly-used

COS benchmarks, including CAMO [3], COD10K [4], and

NC4K [5]. (2) Models: To ensure a fair comparison with

SAM, we choose the current top-performing COS models

using transformer architecture, i.e., CamoFormer-P/-S [6],

HitNet [7]. (3) Metrics: We use five commonly-used evalu-

ation metrics, S-measure (Sα), E-measure (Eφ), F-measure

(Fβ), weighted F-measure (Fw
β
), and MAE (M).

We report the quantitative comparison in Figure 1(a) [8–

10], SAM demonstrates significant improvements as model

capabilities increase from ViT-B to ViT-L, with an increase

in Fw
β

score from 0.353 to 0.655 on CAMO. However, the

improvement is limited when the model becomes larger, in-

creasing only from 0.655 (ViT-L) to 0.700 (ViT-H). More-

over, we observe that there remains a large gap between

SAM even with ViT-H and current top-performing COS

models on three benchmarks. For example, as presented

in Figure 1(a), the difference of Emx
φ

score between SAM

(ViT-H) and CamoFormer-S [6] reaches 13.8% on COD10K,

25.6% on CAMO, and 16.9% on NC4K. This gap indicates

that the perception ability of SAM needs further improve-

ment for concealed scenes.

We further qualitatively evaluate SAM in three concealed

scenarios, and several interesting findings are as follows. All

the visualization results are generated by the online demo of

SAM. (1) Camouflaged animal. As presented in Figure 1(b),

it is difficult for SAM to detect concealed animals in their

natural habitat. For instance, SAM fails to segment a man-

tis crouching on a leaf (in the second column) and a seahorse

swimming in an orange coral reef (in the last column). In

these two cases, SAM struggles to distinguish the target se-

mantics from their surroundings because the foreground and

background share similar appearances of shape and color.

As a result, SAM becomes more dependent on unreliable
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Model Pub/Year Backbone Sα ↑ Fw
β

↑ M ↓ Ead
φ

↑ Emn
φ

↑ Emx
φ

↑ Fad
β

↑ Fmn
β

↑ Fmx
β

↑

COD10K [4]
CamoFormer-P [6] arXiv23 PVTv2-B4 [8] 0.869 0.786 0.023 0.931 0.932 0.939 0.794 0.811 0.829
CamoFormer-S [6] arXiv23 Swin-B [9] 0.862 0.772 0.024 0.932 0.931 0.941 0.780 0.799 0.818

HitNet [7] AAAI23 PVTv2-B2 [8] 0.871 0.806 0.023 0.936 0.935 0.938 0.818 0.823 0.838

SAM [1] arXiv23
ViT-B [10] 0.585 0.353 0.108 0.535 0.533 0.535 0.423 0.422 0.423

Difference (∆) −28.6% −45.3% +8.5% −40.1% −40.2% −40.3% −39.5% −40.1% −41.5%
ViT-L [10] 0.751 0.655 0.065 0.766 0.764 0.766 0.718 0.716 0.718

Difference (∆) −12% −15.1% +4.2% −17% −17.1% −17.2% −10% −10.7% −12%
ViT-H [10] 0.781 0.700 0.054 0.800 0.798 0.800 0.756 0.754 0.756

Difference (∆) −9% −10.6% +3.1% −13.6% −13.7% −13.8% −6.2% −6.9% −8.2%
CAMO [3]

CamoFormer-P [6] arXiv23 PVTv2-B4 [8] 0.872 0.831 0.046 0.931 0.929 0.938 0.853 0.854 0.868
CamoFormer-S [6] arXiv23 Swin-B [9] 0.876 0.832 0.043 0.935 0.930 0.938 0.856 0.856 0.871

HitNet [7] AAAI23 PVTv2-B2 [8] 0.849 0.809 0.055 0.910 0.906 0.910 0.833 0.831 0.838

SAM [1] arXiv23
ViT-B [10] 0.462 0.238 0.219 0.402 0.401 0.402 0.312 0.312 0.312

Difference (∆) −41.4% −59.4% +17.6% −53.3% −52.9% −53.6% −54.4% −54.4% −55.9%
ViT-L [10] 0.630 0.534 0.162 0.628 0.626 0.628 0.617 0.615 0.617

Difference (∆) −24.6% −29.8% +11.9% −30.7% −30.4% −31% −23.9% −24.1% −25.4%
ViT-H [10] 0.677 0.594 0.136 0.682 0.680 0.682 0.670 0.668 0.670

Difference (∆) −19.9% −23.8% +9.3% −25.3% −25% −25.6% −18.6% −18.8% −20.1%
NC4K [5]

CamoFormer-P [6] arXiv23 PVTv2-B4 [8] 0.892 0.847 0.030 0.941 0.939 0.946 0.863 0.868 0.880

CamoFormer-S [6] arXiv23 Swin-B [9] 0.888 0.840 0.031 0.941 0.937 0.946 0.857 0.863 0.877
HitNet [7] AAAI23 PVTv2-B2 [8] 0.875 0.834 0.037 0.928 0.926 0.929 0.854 0.853 0.863

SAM [1] arXiv23
ViT-B [10] 0.544 0.334 0.166 0.494 0.493 0.494 0.403 0.403 0.403

Difference (∆) −34.8% −51.3% +13.6% −44.7% −44.6% −45.2% −46% −46.5% −47.7%
ViT-L [10] 0.728 0.643 0.101 0.735 0.733 0.735 0.706 0.704 0.706

Difference (∆) −16.4% −20.4% +7.1% −20.6% −20.6% −21.1% −15.7% −16.4% −17.4%
ViT-H [10] 0.763 0.696 0.087 0.777 0.775 0.777 0.752 0.750 0.752

Difference (∆) −12.9% −15.1% +5.7% −16.4% −16.4% −16.9% −11.1% −11.8% −12.8%
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Figure 1 (Color online) (a) Quantitative comparison on three popular COS benchmarks. The symbols ↑/↓ indicate that a

higher/lower score is better. The highest scores are marked in bold. ∆ represents the difference between SAM and the highest score

achieved by current cutting-edge COS models. (b) SAM [1] fails to perceive the animals that are visually “hidden” in their natural

surroundings; (c) SAM [1] performs unskillfully in detecting concealed defects in industrial scenes; (d) SAM [1] fails to detect the

lesion regions in various medical modalities.
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pixel intensity changes along the boundaries. (2) Industrial

defect. In this scenario, given a product, it is usually col-

lected by the close-range shots, occupying a large area in the

image, and SAM’s behavior appears to segment the main

part of the object, such as the screw in the 3rd column and

bottle in the 5th column in Figure 1(c). Furthermore, we

notice that it is difficult for SAM to distinguish defective

areas from the textured background. For instance, products

with surface cracks (in the 1st column) and leather with

a poke (in the 6th column) are challenging to identify ac-

curately. This phenomenon is not surprising because SAM

is trained on natural objects with standard sizes and high-

contrast attributes. (3) Medical lesion. As illustrated in the

1st column in Figure 1(d), we observe that SAM does not

handle medical data with concealed patterns well, such as

benign colorectal polyps that share similar colors with the

surrounding tissues. The remaining samples in Figure 1(d)

are grayscale slices from three-dimensional MRI and CT

scans. SAM can roughly segment the organ regions since

they have distinct boundaries, but it does not perform well

in recognizing amorphous lesion regions, e.g., cancer, ves-

sels, and tumors. This suggests that SAM lacks the medi-

cal domain knowledge of these anatomical and pathological

cases. To alleviate this limitation, the intrinsic relationships

and semantics of anatomical structures can be injected into

SAM, such as the assumption that liver tumors should be

inside the liver, rather than the brain.

Discussion. From the above empirical analyses, our con-

clusion is: (1) We observe that SAM often segments an

occluded object into multiple separated masks, indicating

that its semantic capabilities in concealed scenes can be im-

proved. (2) Unlike self-supervised large language models,

SAM employs supervised training; in our experiments its

emergent and reasoning abilities have not been observed.

Thus, it would be interesting to try if more challenging train-

ing tasks improve its performance. (3) Considering the prac-

tical open-set problem, now the granularity and uncertainty

are the bottlenecks of SAM, limiting its applications to the

scenes that require high accuracy, e.g., autonomous driving

and clinical diagnosis. To alleviate this issue, one poten-

tial solution is to support the model with prior knowledge.

(4) SAM’s great success is demonstrating the power of data-

centric AI in the large model era. We see a significant trend

that human feedback-based learning and large foundation

models bring new opportunities for the vision community.

In summary, this work presents an empirical study for

SAM. Firstly, we quantitatively evaluate SAM using cutting-

edge models on the camouflaged object segmentation task.

Secondly, we present several failure cases in three concealed

scenarios: camouflaged animals, industrial defects, and med-

ical lesions. We expect that this study helps the readers to

comprehend SAM’s performance traits in concealed scenes

and brings new ideas to computer vision researchers.
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