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Abstract This paper addresses the signal matrix synthesis in the multi-input-multi-output (MIMO) dual-

function system aimed at obtaining the desired radar beampattern while embedding communication symbols

into the permutation matrix of each pulse. To this end, transmit beampattern peak mainlobe to sidelobe level

ratio (PMSR) is considered the figure of merit. Besides, the phases of the codebook induced by the designed

weight vectors impinged on the directions of the communication receivers and eavesdroppers are restricted to

be uniformly distributed and totally the same, respectively. To handle the resulting design problem, an itera-

tive algorithm is devised to account for the coupled quadratic fractional programming objective function with

multi-equality constraints, capitalizing on the alternating direction method of multipliers (ADMM) frame-

work. As to the demodulation process for permutation learning, a novel algorithm based on the alternating

direction penalty method (ADPM) framework is proposed to handle the mix-boolean optimization problem

with the correlation between the communication dictionary and permutation of the received filtered data

maximized. Finally, numerical results highlight the effectiveness of the conceived algorithms in comparison

with the existing counterparts.
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1 Introduction

With increasing demands on high-resolution radar sensing and communication, competition for the limited
radio frequency (RF) spectrum prompts the development of co-existence and co-design methods for
spectral congestion [1–5]. Therein, the dual-function radar communication (DFRC) system with co-
use waveforms has drawn much attention by virtue of the advantage in miniaturization, module, and
efficiency in spectral resources on an emerging platform [6]. It finds applications in various areas, such as
smart transit systems with the vehicular network, the Internet of things (IoT), unmanned aerial vehicles,
and military equipment [7–9]. Compared with the phased array counterpart, the multi-input multi-
output (MIMO) system provides more degrees of freedom (DoFs) in terms of waveform diversity and
radar beam [10–13], which both can be the carrier of the communication information. In this respect, a
plethora of papers in the open literature have focused on the construction of MIMO DFRC frameworks
and the synthesis of integrated waveforms.

For the multi-carrier MIMO system, frequency hopping (FH) and orthogonal frequency division multi-
plexing (OFDM) signals are broadly used [14–16]. In [17], each frequency hop is multiplied by the phase
shift keying (PSK) communication symbol, whereas the code shift keying (CSK) embedding strategy is
employed in [18–20]. Therein, Ref. [18] modulated the phase-coded sequence by the continuous phase
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modulation (CPM) for range sidelobe levels reduction and good spectrum containment. Furthermore,
Ref. [21] relaxed the orthogonality constraint between different FH waveforms to increase the data rate
and optimize the joint radar and communication (JRC) performance. In [22], the data rate is increased
via the spatial modulation for embedding communication symbols. Besides, OFDM communication sig-
nal is performed in [23] for radar measurements applied in vehicular networks. Ref. [24] synthesized
a phase-coded OFDM signal and associated processing technique to obtain higher resolution in radar
estimation, while Ref. [25] offered a JRC fusion system framework with constant envelope OFDM signal.
In addition, the frequency diverse array (FDA)-MIMO framework for JRC systems is also considered,
where the communication symbols can be embedded into the frequency increment [26], beampattern [27],
Costas sequence modulated frequency offsets [28], etc.

As to single carrier MIMO system, one approach is to design communication-centric precoders for
transmit beamforming from the multi-antenna base station (BS) to support radar sensing, where the
channels from BS to the users are modeled by stochastic distributions. Ref. [29] proposed beamform-
ing techniques for the MIMO JRC system with both separated and shared antenna deployments while
guaranteeing the signal to interference plus noise ratio (SINR) and power budget at the intended users.
In [30], the multi-user interference (MUI) is minimized with an appropriate radar beampattern formu-
lated via a similarity constraint, where the developed framework is further extended to the range sidelobe
suppression for radar performance improvement in [31]. Along this line, to optimize the weighted sum
of MUI energy and radar receive SINR, Ref. [32] tackled the joint transceiver design, where different
spatial/temporal constraints, like total transmit energy, constant-modulus, and similarity constraints,
are considered at the signal design process, respectively. Furthermore, Ref. [33] employed symbol-level
precoding techniques so as to obtain more degrees of freedom for better JRC performance.

Another line focuses on the information embedding for radar-centric DFRC MIMO systems with beam-
space channel model [34], which is also concerned in this paper. Therein, adopting a linear combination of
the individual orthogonal waveforms, beamforming weight vectors are synthesized for the JRC function,
where a communication channel with an intrinsic geometric structure is involved. Specifically, amplitude
shift keying (ASK) [35], PSK [36], and quadrature amplitude modulation (QAM) [37] techniques are
exploited, respectively, to embed the information into the MIMO radar beampattern for multi-users.
Besides, in [38], the permutation matrix is employed shuffling the independent waveforms across the
transmit antennas, which is transparent to the beampattern while conveying information. Ref. [39]
further extended to the joint modulation via waveform permutation and antenna allocation to obtain a
higher data rate. The communication receiver decodes the transmitted information by recovering the
shuffling order. However, Refs. [38, 39] were only applicable to one communication receiver.

In this paper, we focus on the signal matrix design for desired beamforming in DFRC MIMO systems,
where the permutation matrix transparent to the beampattern is adopted for information embedding.
Specifically, unlike the previous study [38], the peak mainlobe to sidelobe level ratio (PMSR) of transmit
beampattern is considered the figure of merit without specifying pattern masks. Moreover, the phase
distribution constraints are performed on the codebooks of assigned directions to deal with multi-users
and eavesdroppers at the same time. To tackle the resulting quadratic fractional programming problem,
an iterative procedure leveraging the alternating direction method of multipliers (ADMM) is conceived,
which can quickly converge to an optimized solution under some mild conditions. Specifically, auxiliary
variables are introduced to decouple the numerator, denominator, and multi-equality constraints, where
a closed-form optimal solution to each convex subproblem can be derived in each iteration with compar-
atively low computational complexity. Moreover, a novel iterative algorithm resorting to the alternating
direction penalty method (ADPM) framework is proposed for the demodulation process of permutation
learning, which solves the resulting mix-boolean optimization problem with the computational complexity
polynomial with respect to the number of beamforming weight vectors, which conquers the demodulation
failure brought by the exhaustive search with the massive possibility of symbols in each pulse. To shed
light on the capability of the devised algorithms to ensure dual function, some case studies are provided
at the analysis stage. Moreover, appropriate comparisons with some counterparts available in the open
literature are presented to prove the effectiveness of the new proposed algorithms.

The paper is organized as follows. In Section 2, the system model is introduced, including the radar
transmit and user receive signal models, modulation rule as well as innovative demodulation optimization
methods. In Section 3, the DFRC signal design problem is formulated with the key performance metric as
well as constraints involved. An iterative algorithm leveraging ADMM is devised to tackle the resulting
quadratic fractional programming optimization problem. Section 4 presents some numerical results to
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assess the performance. Finally, in Section 5, concluding remarks and some possible future research
avenues are provided.

Notations. Bold letters, e.g., a (lower case) and A (upper case) denote vector and matrix, respectively.
(·)T and (·)† denote the transpose and the conjugate transpose operators, respectively. CN×M , RN , CN

are, respectively, the sets of N ×M -dimensional matrices of complex, N -dimensional vectors of real and
complex numbers. ‖x‖ denotes the Euclidean norm. IN denotes the N ×N -dimensional identity matrix.
1N ∈ RN is a vector with all entries being 1. en is a vector whose n-th entry is 1 and other elements are
0. Letter j represents the imaginary unit (i.e., j =

√
−1). ℜ{·} and ℑ{·} are the real and imaginary parts

of a complex number, respectively. arg(·) and | · | mean the argument and modulus of a complex valued
scalar, vector, or matrix. ⌊·⌋ denotes the operation of rounding down to the nearest integer. tr(A) is the
trace of the square matrix A.

2 System model

This section focuses on the DFRC system model in terms of the transmit signal model with information
modulation criterion, the beampattern for the primary radar function, the corresponding receive signal
of each user equipment (UE), and the demodulation for the secondary communication function.

2.1 Transmit signal model and information embedding

A narrowband DFRC radar system with M omnidirectional colocated transmit antennas in a uniform
linear array (ULA) with inter-element spacing d is considered. Let Φ = [φ1,φ2, . . . ,φK ]T ∈ CK×L be
the matrix of orthogonal discrete waveform sets {φk}Kk=1 with the number of snapshots in each pulse L.
Assuming that {φk}Kk=1 satisfy the orthogonality condition at all time-delays and Doppler-shifts within
the range and velocity specifications1), it follows that

ΦΦ† = IK . (1)

To embed information into the MIMO radar emission, a permutation matrix P i = [efi,1 , efi,2 , . . . ,
efi,K ]T ∈ RK×K , i ∈ {1, . . . ,K}, is employed to shuffle the pre-designed waveform sets [38] with the
one-to-one mapping: k ∈ {1, . . . ,K} → fi,k ∈ {1, . . . ,K}, which satisfies

P iP
T
i = PT

i P i = IK . (2)

The reconstructed orthogonal waveform sets in i-th pulse can be expressed as

Ψi = P iΦ = [φfi,1 ,φfi,2 , . . . ,φfi,K ]T. (3)

Hence, the embedded information for a single pulse is

E = ⌊log2(K)⌋ bits. (4)

Furthermore, according to the signaling scheme shown in Figure 1, the weight matrix W = [w1, . . . ,
wK ] ∈ C

M×K is adopted to linear combine Ψi for the energy distribution of transmit beampattern,
where wk ∈ CM , k ∈ {1, . . . ,K}, denotes the weight vector of M transmit antennas for the k-th orthog-
onal waveform. In this respect, the l-th snapshot signal at the input of M transmit antennas can be
written as

s̄(l) =

K
∑

k=1

wkφfi,k (l) ∈ C
M (5)

with φfi,k (l), the l-th element of φfi,k .
Consequently, the baseband representation of the transmit signal matrix is

Si = [s̄(1), . . . , s̄(L)] = WΨi ∈ C
M×L. (6)

1) Although perfectly orthogonal waveforms with overlapped spectrum cannot be realized, waveforms with low cross-correlations,

e.g., OFDM waveforms and phase-coded waveforms can be adopted [38, 40, 41].
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Figure 1 (Color online) Signaling scheme of the DFRC MIMO system.

2.2 Transmit beampattern for radar detection

Assuming that the propagation is nondispersive, the synthesized signal at a target direction θ of the i-th
pulse is

yi(θ) = (a†(θ)Si)
T, (7)

where a(θ) is the transmit spatial steering vector, given by

a(θ) =
[

1, ej2π
d
λ
sin θ, . . . , ej2π

(M−1)d
λ

sin θ
]T

(8)

with λ denoting the wavelength. The power for the probing signal at location θ, i.e., the transmit
beampattern, can be written as

P (θ) =
∥

∥a†(θ)Si

∥

∥

2
=

∥

∥a† (θ)W
∥

∥

2
=

∥

∥

∥
A† (θ)w

∥

∥

∥

2

, (9)

where w = vec(W ), A (θ) = IK ⊗ a (θ). To restrict the total transmit energy in a single pulse, let us
restrict Et = tr(W †W ) = ‖w‖2 = ∆. Note that P (θ) is irrelevant with P i; namely, the transmission of
communication information is transparent to the beampattern.

2.3 Receive signal model for communication

Suppose that Si is transmitted in the i-th pulse and there are C single-antenna communication users as
shown in Figure 2 located at the direction of θcomc , c = 1, . . . , C, respectively. The baseband observation
of the c-th communication receiver can be modeled as

ric = αi
c

(

a† (θcomc )Si

)T
+ ni

c ∈ C
L, (10)

where αi
c, c = 1, . . . , C, is the channel coefficient of the i-th pulse representing the propagation environ-

ment between the MIMO radar transmit array and the c-th communication receiver2), and ni
c is a noise

additive term which is modeled as a complex, zero-mean, circularly symmetric Gaussian random vector.
Then, let the received data ri

c matched filtering to Φ, which yields

xi
c = Φ∗ri

c = αi
cP

T
i s(θ

com
c ) + n̂

i
c, (11)

where n̂i
c = Φ∗ni

c is the additive noise term after matched filtering with covariance σ2
nIK , and

s(θ) = (a† (θ)W )T = A†(θ)w, (12)

satisfies P (θ) = ‖s(θ)‖2.
2) Let us assume that the channel is estimated accurately and non-changing. Pilot signals known to both the users and DFRC

systems can be transmitted periodically for the channel state information estimation [38].
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Figure 2 (Color online) Work scenario of MIMO DFRC system.

It can be observed that Eq. (11) is a scaled and noisy shuffling of s (θcomc ), where s (θcomc ) plays the
role of codebook for communication. Hence, the demodulation process at each UE’s receiver end is to
recover P i by comparing the elements of xi

c and s (θcomc ) and determining the permutation order. To
this end, it is necessary to make each element of s (θcomc ) distinguish from each other. Without loss of
generality, let us assign s(θcomc ) to be PSK modulated, i.e.,

s(θcomc ) = bcā1, c = 1, . . . , C, (13)

with bc ∈ R, the amplitude of s(θcomc ) and ā1 = [1, ej
2π
K , . . . , ej

2π(K−1)
K ]T.

Furthermore, the radar targets and UEs with other communication tasks or seized by the enemy are
considered potential eavesdroppers which locate at θeavh , h = 1, . . . , E at the current pulse as shown in
Figure 2. To prevent eavesdroppers from intercepting the communication message for enabling physical
layer secrecy, the entries of s(θeavh ) are set all the same, i.e.,

s (θeavh ) = rh1K , h = 1, . . . , E, (14)

with rh ∈ C, the value of the entries in s(θeavh ). As a result, even if the eavesdroppers have the precise
knowledge of Φ and ā1, elements of the vector after matched filtering are all the same, which result in
the demodulation failure.

2.4 Demodulation method

Assume that each communication receiver has perfect knowledge of orthogonal waveforms Φ and ā1.
The demodulation process can be modeled as finding a permutation matrix P via solving the following
optimization problem [38]:

min
P

∥

∥

∥
xi
c − PTs(θcomc )

∥

∥

∥

2

s.t. P ∈ Λ,
(15)

where Λ = {P |P (i, j) ∈ {0, 1},P1K = 1K ,PT1K = 1K} defines a set of permutation matrices.
Note that Problem (15) is a mixed-boolean problem, which is solved by an exhaustive search in [38]

and it fails to work when K is large3). In this respect, a novel iterative mixed-boolean optimization
method invoking ADPM is proposed.

As the first step toward this goal, let us re-parameterize the objective function as

∥

∥

∥
xi
c − PTs(θcomc )

∥

∥

∥

2

= −2bcℜ{ā†
1Pxi

c}+ b (16)

= −2bcg
Tp+ b, (17)

where b = ‖xi
c‖2 +Kb2c, g = ℜ{xi

c ⊗ ā∗
1} ∈ RK2

, p = vec(P ) ∈ RK2

. Interestingly, Eq. (16) reveals that
the demodulation can be observed as finding a permutation matrix to maximize the correlation between
the dictionary ā1 and the shuffling of xi

c (i.e., Pxi
c).

3) The total numbers of symbols for K = 4, 8, 16 are 4! = 24, 8! = 40320 and 16! > 2 × 1013, respectively, which is large

although K is small. Therefore, Ref. [38] only chose 16 among K! symbols to analyze the communication performance in the

numerical simulation.
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Furthermore, introducing auxiliary variables q1, q2 ∈ RK2

, Eq. (15) can be equivalently recast as

min
p

−gTp

s.t. pi ∈ {0, 1}, i = 1, . . . ,K2,

q1 = p,

Bq1 = 1K ,

q2 = p,

Cq2 = 1K ,

(18)

with B = 1T
K ⊗ IK and C = IK ⊗ 1T

K . Hence, the augmented Lagrangian is defined as

Lρ(p, q1, q2,κ1,κ2) = −gTp+
ρ

2

∥

∥

∥

∥

q1 − p+
κ1

ρ

∥

∥

∥

∥

2

+
ρ

2

∥

∥

∥

∥

q2 − p+
κ2

ρ

∥

∥

∥

∥

2

. (19)

Let pl, ql
1, q

l
2,κ

l
1,κ

l
2, ρ

l denote the l-th iteration values of p, q1, q2,κ1,κ2, ρ. The ADPM procedure is
reported in Algorithm 1. Note that Problem (18) is prone to fall into a local optimum as it is a mixed
Boolean optimization problem. In this respect, let us increase the penalty parameter ρ if ‖pl+1−pl‖ = 0
to strengthen the constraints on the original and auxiliary variables and accelerate the convergence.

Algorithm 1 ADPM algorithm for P1

Require: p0, q0
1, q

0
2,κ

0
1,κ

0
2, ρ

0, g,B,C, η1;

Ensure: An optimized solution p⋆ to Problem (18);

1: l = 0;

2: Update pl+1, ql+1
1 , ql+1

2 by solving the following problems:

p
l+1

:= argmin
p

Lρ(p, q
l
1, q

l
2,κ

l
1,κ

l
2)

s.t. pi ∈ {0, 1}, i = 1, . . . ,K2,

(20)

q
l+1
1 := argmin

q1
Lρ(p

l+1
, q1, q

l
2,κ

l
1,κ

l
2)

s.t. Bq1 = 1K ,

(21)

q
l+1
2 := argmin

q2
Lρ(p

l+1, ql+1
1 , q2,κ

l
1,κ

l
2)

s.t. Cq2 = 1K ,

(22)

3: Update ρl+1,κl+1
2 ,κl+1

1 by

ρ
l+1

=







δρl, if ‖pl+1 − pl‖ = 0,

ρl, else,
(23)

κ
l+1
1 := κ

l
1 + ρl+1(ql+1

1 − p
l+1), (24)

κ
l+1
2 := κ

l
2 + ρl+1(ql+1

2 − p
l+1); (25)

4: If Λl+1 = ‖ql+1
1 − pl+1‖2 + ‖ql+1

2 − pl+1‖2 < η1, output p⋆ = pl+1. Otherwise, l := l + 1, and return to Step 2.

2.4.1 Update of pl+1

Ignoring the constant terms, Eq. (20) can be rewritten as

min
p

f1(p)

s.t. pi ∈ {0, 1}, i = 1, . . . ,K2,
(26)

where f1(p) = ρlpTp− glT
2 p =

∑K2

i=1(ρ
lp2i − gl2,ipi) with gl

2 = g + ρl(ql
1 + ql

2) +κl
1 +κl

2. Note that both
the objective function and constraints are independent with respect to pi. Hence, the solution to (26) is
given by

pi =

{

0, if p̃i 6 0.5,

1, else,
(27)

with p̃ = gl
2/(2ρ

l).



Yang J, et al. Sci China Inf Sci October 2023 Vol. 66 202303:7

2.4.2 Updates of ql+1
1 and ql+1

2

Eq. (21) can be recast as

min
q1

∥

∥

∥

∥

q1 − pl+1 +
κl
1

ρl

∥

∥

∥

∥

2

s.t. Bq1 = 1K .

(28)

The augmented Lagrangian for Problem (28) can be constructed as

L1(q1,υ1) =

∥

∥

∥

∥

q1 − pl+1 +
κl
1

ρl

∥

∥

∥

∥

2

+ υT
1 (Bq1 − 1K).

Then set the Lagrangian equations, namely, the partial differentiation of L1(q1,υ1) w.r.t. q1 and υ1,
respectively, to 0, which can be given by

2

(

q1 − pl+1 +
κl
1

ρl

)

+BTυ1 = 0, (29)

Bq1 = 1K . (30)

We can derive from (29) that

q1 = pl+1 − κl
1

ρl
−BTv1/2. (31)

Substituting (31) back into (30), it follows that

v1 = 2(BBT)−1

[

B

(

pl+1 − κl
1

ρl

)

− 1K

]

. (32)

Since BBT = (1T
K ⊗ IK)(1K ⊗ IK) = (1T

K1K)⊗ IK = KIK , v1 can be recast as

v1 =
2

K

[

B

(

pl+1 − κl
1

ρl

)

− 1K

]

. (33)

Substituting (33) back into (31), the closed form solution to (28) can be derived after some algebraic
manipulations as

ql+1
1 = pl+1 − κl

1

ρl
+BT

(

1K +
Bκl

1

ρl
−Bpl+1

)

/K. (34)

On the other hand, Eq. (22) can be recast as

min
q2

∥

∥

∥

∥

q2 − pl+1 +
κl
2

ρl

∥

∥

∥

∥

2

s.t. Cq2 = 1K .

(35)

Similar to the solving process of (28) with CCT = KIK , the solution to Problem (35) is

ql+1
2 = pl+1 − κl

2

ρl
+CT

(

1K +
Cκl

2

ρl
−Cpl+1

)

/K. (36)

2.4.3 Computational complexity

Figure 3 shows the flow diagram of Algorithm 1 whose main computational complexity is related to the
number of iterations and the size of P . In each iteration, it costs O(K2) to compute p̃ and update
κl+1
1 ,κl+1

2 , O(K3) to update ql+1
1 and ql+1

2 . Hence, the total computational complexity in each iteration
is O(K3).
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Figure 3 (Color online) Flow diagram of Algorithm 1.

3 Beampattern weight vector synthesis

Considering both the radar and communication performance, we formulate the optimization problem
taking into account the MIMO radar beampattern with codebook constraints for both communication
cooperative users and eavesdroppers. To solve the resulting optimization problem, an iterative algorithm
is developed to get an optimized weight matrix leveraging the ADMM paradigm [42].

3.1 Problem formulation

All possible azimuth angles are divided into several discrete grid sets including the mainlobe Ωmain =
{θi}Ii=1, sidelobe Ωside = {ϑs}Ss=1, transition regions Φ, directions of UEs Ωcom = {θcomc }Cc=1, and direc-
tions of eavesdropper Ωeav = {θeavh }Eh=1, respectively.

To ensure a good MIMO radar beampattern performance, let us consider the transmit beampattern
peak mainlobe to sidelobe level ratio (PMSR) as the figure of merit, which is defined as [42]

J(w) =
minθi∈Ωmain ‖A†(θi)w‖2
maxϑs∈Ωside

‖A†(ϑs)w‖2
. (37)

Finally, the beampattern design problem for dual-function MIMO radar with codebook constraints
specified in (13) and (14) can be expressed as

P0















max
w,rh,bc∈R

log (J(w))

s.t. A† (θcomc )w = bcā1, c = 1, . . . , C,

A† (θeavh )w = rh1K , h = 1, . . . , E,

where the log function is to the benefit of processing the fractional objective function afterwards [42].
Note that once the optimal solution w to P0 is obtained, it can be further normalized to the supposed
energy by w⋆ =

√
∆w/‖w‖.

Aiming at beampattern peak sidelobe suppressing with symbol phase controlled, P0 is a general NP-
hard optimization problem due to the non-convexity. In Subsection 3.2, a beampattern optimization with
codebook phase controlled (BOC) algorithm leveraging ADMM framework is introduced to get a high
quality solution to P0.

3.2 BOC algorithm

By introducing auxiliary variables η, ǫ, yi, zs, xc, and vh, P0 can be equivalently transformed as [42]

P1











































min
w,rh,bc∈R

y
i
,zs,ǫ,η

− log ǫ
η

s.t. yi = A† (θi)w, ‖yi‖
2
> ǫ, θi ∈ Ωmain,

zs = A† (ϑs)w, ‖zs‖2 6 η, ϑs ∈ Ωside,

xc = A† (θcomc )w, xc = bcā1, c = 1, . . . , C,

vh = A† (θeavh )w, vh = rh1K , h = 1, . . . , E.
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Therefore, the augmented Lagrangian is defined as

Lρ (w,yi, ǫ, zs, η,xc,vh,µi,νs, ξc,λh) = − log
ǫ

η
+

ρ1
2

I
∑

i=1

(

∥

∥

∥
yi −A† (θi)w + µi

∥

∥

∥

2

− ‖µi‖2
)

+
ρ1
2

S
∑

s=1

(

∥

∥

∥
zs −A† (ϑs)w + νs

∥

∥

∥

2

− ‖νs‖2
)

+
ρ2
2

C
∑

c=1

(

∥

∥

∥
xc −A† (θcomc )w + ξc

∥

∥

∥

2

− ‖ξc‖2
)

+
ρ3
2

E
∑

h=1

(

∥

∥

∥
vh −A† (θeavh )w + λh

∥

∥

∥

2

− ‖λh‖2
)

,

where ρ = [ρ1, ρ2, ρ3]
T is the penalty weight vector, and µi,νs, ξc,λh are the scaled dual variables.

In the following, the ADMM algorithm is employed to determine w,yi, ǫ, zs, η,xc,vh,µi,νs, ξc,λh

in an alternating iterative fashion accounting for the constraints in Problem P1. In particular, letting

w(t), {y(t)
i }, ǫ(t), {z(t)

s }, η(t), {x(t)
c }, {v(t)

h }, {µ(t)
i }, {ν(t)

s }, {ξ(t)c }, {λ(t)
h } denote the t-th iteration values of

w,yi, ǫ, zs, η,xc,vh,µi,νs, ξc,λh, the procedure of BOC algorithm is reported in Algorithm 2.

Remark 1. Note that if there is no eavesdropper, we can solve the simplified P0 without the constraint
(14) with the same line of reasoning of Algorithm 2 by setting ρ3 = 0 and neglecting the solving procedure
of (42) and (46).

Algorithm 2 BOC algorithm for P1

Require: {y(0)
i }, ǫ(0), {z(0)

s }, η(0), {x(0)
c }, {v(0)

h
}, {µ(0)

i }, {ν(0)
s }, {ξ(0)

c }, {λ(0)
h

},ρ,∆, η2;

Ensure: MIMO radar weight vector w⋆;

1: t = 0;

2: Update w(t), {y(t)
i }, ǫ(t), {z(t)

s }, η(t), {x(t)
c }, {v(t)

h
} by solving the following problems:

w
(t+1)

:= argmin
w

Lρ

(

w, {y(t)
i }, ǫ(t), {z(t)

s }, η(t)
, {x(t)

c }, {v(t)
h }, {µ(t)

i }, {ν(t)
s }, {ξ(t)

c },λ(t)
h

)

; (38)

{

y
(t+1)
i , ǫ(t+1)

}

:= arg min
yi,ǫ

Lρ

(

w
(t+1), {yi}, ǫ, {z

(t)
s }, η(t), {x(t)

c }, {v(t)
h

}, {µ(t)
i }, {ν(t)

s }, {ξ(t)
c },λ(t)

h

)

s.t. ‖yi‖
2
> ǫ, i = 1, . . . , I;

(39)

{

z
(t+1)
s , η(t+1)

}

:= arg min
zs,η

Lρ

(

w
(t+1), {y(t+1)

i }, ǫ(t+1), {zs}, η, {x(t)
c }, {v(t)

h
}, {µ(t)

i }, {ν(t)
s }, {ξ(t)

c },λ(t)
h

)

s.t. ‖zs‖2
6 η, s = 1, . . . , S;

(40)

{x(t+1)
c , b

(t+1)
c } := arg min

xc,bc∈R

Lρ

(

w
(t+1)

, {y(t+1)
i }, ǫ(t+1)

, {z(t+1)
s }, η(t+1)

, {xc}, {v(t)
h

}, {µ(t)
i }, {ν(t)

s }, {ξ(t)
c },λ(t)

h

)

s.t. xc = bcā1, c = 1, . . . , C;

(41)

{v(t+1)
h

, r
(t+1)
h

} := arg min
vh,rh

Lρ

(

w
(t+1)

, {y(t+1)
i }, ǫ(t+1)

, {z(t+1)
s }, η(t+1)

, {x(t+1)
c }, {vh}, {µ(t)

i }, {ν(t)
s }, {ξ(t)

c },λ(t)
h

)

s.t. vh = rh1K , h = 1, . . . , E.

(42)

3: Update {µ(t+1)
i }, {ν(t+1)

s }, {ξ(t+1)
c }, {λ(t+1)

h
} by

µ
(t+1)
i := µ

(t)
i + y

(t+1)
i − A

†
(θi)w

(t+1)
; (43)

ν
(t+1)
s := ν

(t)
s + z

(t+1)
s − A

† (ϑs)w
(t+1); (44)

ξ
(t+1)
c := ξ

(t)
c + x

(t+1)
c − A

† (

θcom
c

)

w
(t+1); (45)

λ
(t+1)
h

:= λ
(t)
h

+ v
(t+1)
h

− A
† (

θeav
h

)

w
(t+1); (46)

4: If Θ(t+1) =
∑I

i=1 ‖y(t+1)
i − A† (θi)w

(t+1)‖2 +
∑S

s=1 ‖z(t+1)
s − A† (ϑs)w

(t+1)‖2 +
∑C

c=1 ‖x(t+1)
c − A† (θcom

c )w(t+1)‖2 +
∑E

h=1 ‖v(t+1)
h

− A† (θeav
h )w‖2 < η2, output w⋆ =

√
∆w(t+1)/‖w(t+1)‖ with the supposed energy ∆. Otherwise, t := t + 1,

and return to Step 2.

3.2.1 Update of w(t+1)

Eq. (38) can be equivalently recast as

min
w

w†Rw −ℜ{d†w}, (47)
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where

R =
1

2

∑

φ∈Ω

ρ(φ)A(φ)A†(φ), (48)

d =
∑

φ∈Ω

ρ(φ)A(φ)u(φ), (49)

ρ(φ) =















ρ1, φ ∈ Ωmain ∪ Ωside,

ρ2, φ ∈ Ωcom,

ρ3, φ ∈ Ωeav,

(50)

u(φ) =























yi + µi, if φ = θi, θi ∈ Ωmain,

zs + νs, if φ = ϑs, ϑs ∈ Ωside,

xc + ξs, if φ = θcomc , θcomc ∈ Ωcom,

vh + λh, if φ = θeavh , θeavh ∈ Ωeav,

(51)

with Ω = Ωmain

⋃

Ωside

⋃

Ωcom

⋃

Ωeav.
As a consequence, its closed form solution can be readily derived as

w(t+1) = R−1d/2. (52)

3.2.2 Updates of {y(t+1)
i }, ǫ(t+1), {z(t+1)

s }, η(t+1)

Ignoring the irrelevant constant terms, Problems (39) and (40) can be equivalently transformed to

min
y

i
,ǫ

− log ǫ+
ρ1
2

I
∑

i=1

‖yi − ȳ
(t)
i ‖2

s.t. ‖yi‖2 > ǫ, i = 1, . . . , I,

(53)

and

min
zs,η

log η +
ρ1
2

S
∑

s=1

‖zs − z̄(t)
s ‖2

s.t. ‖zs‖2 6 η, s = 1, . . . , S,

(54)

respectively, with ȳ
(t)
i = A†(θi)w(t+1) − µ

(t)
i and z̄

(t)
s = A†(ϑs)w

(t+1) − ν
(t)
s .

Let us first focus on Problem (53). Specifically, once ǫ(t+1) is obtained, {y(t+1)
i } can be derived as the

scaled version of ȳ
(t)
i , given by

y
(t+1)
i =







ȳ
(t)
i , if ‖ȳ(t)

i ‖2 > ǫ(t+1),
√
ǫ(t+1) ȳ(t)

i

‖ȳ(t)
i ‖

, otherwise.
(55)

Then, another optimization problem with respect to ǫ can be obtained by substituting (55) back into
(53):

min
ǫ

f1(ǫ), (56)

where

f1(ǫ) = − log(ǫ) +
ρ1
2

I
∑

i=1

ω̂i

(√
ǫ−

∥

∥

∥
ȳ
(t)
i

∥

∥

∥

)2

, (57)

ω̂i =

{

0, if ‖ȳ(t)
i ‖2 > ǫ,

1, otherwise.
(58)

Similarly, given η(t+1), {z(t+1)
s } is the scaled version of z̄

(t)
s , i.e.,
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Figure 4 (Color online) Flow diagram of Algorithm 2.

z(t+1)
s =







√

η(t+1) z̄(t)
s

‖z̄(t)
s ‖ , if ‖z̄(t)

s ‖2 > η(t+1),

z̄
(t)
s , otherwise.

(59)

Substituting (59) back into (54) yields
min
η

f2(η), (60)

where

f2(η) = log(η) +
ρ1
2

S
∑

s=1

ω̄s

(√
η −

∥

∥

∥
z̄(t)
s

∥

∥

∥

)2

, (61)

ω̄s =

{

0, if ‖z̄(t)
s ‖2 6 η,

1, otherwise.
(62)

Notice that Problems (56) and (60) have similar structure without constraints, which can be solved
by [42] with closed form solutions.

3.2.3 Updates of x
(t+1)
c and v

(t+1)
h

Eq. (41) can be recast as

min
bc∈R

‖bcā1 − x̄
(t)
c ‖2, (63)

where x̄
(t)
c = A† (θcomc )w(t+1) − ξ

(t)
c . Observing that the objective function is quadratic with respect to

bc, its solution can be easily derived by

b(t+1)
c =

ℜ{ā†
1x̄

(t)
c }

K
, (64)

which follows that x
(t+1)
c = b

(t+1)
c ā1.

Similarly, Problem (42) can be rewritten as

min
rh

‖rh1K − v̄
(t)
h ‖2, (65)

where v̄
(t)
h = A† (θeavh )w(t+1) − λ

(t)
h . Its closed form solution is

r
(t+1)
h =

1T
K v̄

(t)
h

K
, (66)

which follows that v
(t+1)
h = r

(t+1)
h 1K .

3.3 Computational complexity and convergence performance

Let us now analyze the computational complexity of Algorithm 2 whose flow diagram is shown in Fig-
ure 4. R−1 and d can be computed and saved before BOC algorithm starts with a complexity of
O(QM2 + (KM)2.373) [42] and O(QMK), respectively, where Q = I + S + C + E. In each iteration,
Eqs. (38)–(46) are supposed to be solved by simple closed form solutions. Thus, only basic matrix-
to-vector multiplications are required. Specifically, the computational complexities of (38), (39)–(42),
(43)–(46) are O(K2M2), O(KQ), and O(KMQ), respectively. As a consequence, the total computa-
tional complexity of Algorithm 2 is O(QM2 + (KM)2.373 + T0(K

2M2 + KMQ)) with the number of
iterations T0.

As to the convergence performance of Algorithm 2, the following theorem shows that the sequences
generated by the proposed algorithms are convergent under some mild conditions [43].
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Theorem 1. Assuming that limt→∞ µ
(t)
i −µ

(t−1)
i = 0, limt→∞ ν

(t)
s −ν

(t−1)
s = 0, limt→∞ ξ

(t)
c −ξ

(t−1)
c =

0, limt→∞ λ
(t)
h − λ

(t−1)
h = 0, a limit point {w⋆,y⋆

i , ǫ
⋆, z⋆

s, η
⋆,x⋆

c ,v
⋆
h,µ

⋆
i ,ν

⋆
s , ξ

⋆
c ,λ

⋆
h} exists, which is a

stationary solution to P1.

Proof. See Appendix A for details.

4 Performance analysis

This section is devoted to the performance assessment of the proposed framework in terms of radar
beampattern, constellation diagram, symbol error rate (SER), as well as convergence property. In this
respect, an MIMO radar with M = 10 transmit elements is considered with spaced half wavelength apart.
The spatial angles Ωmain = [−15◦, 15◦], Φ = [−23◦,−16◦]

⋃

[16◦, 23◦], Ωside = [−90◦,−24◦]
⋃

[24◦, 90◦]
are divided into grids with uniform angle interval 1◦.

As to the synthesis of w in Algorithm 2 (named BOC), the exit condition η2 = K×10−8 is applied with

penalty factor ρ1 = ρ2 = 1, and ρ3 = 1 if E > 1, ρ3 = 0 if E = 0. Scaled dual variables {µ(0)
i }, {ν(0)

s },
{ξ(0)c }, {λ(0)

h } and auxiliary variables {y(0)
i }, ǫ(0), {z(0)

s }, η(0), {x(0)
c }, {v(0)

h } are initialized in a random
manner. The total transmit energy is set as ∆ = M .

4.1 JRC performance with C = 1

For comparison purpose, let us consider transmit radiation pattern invariance and selection method [38]
(named TRPIS)4), as well as variants of the ADMM with linearized approximation (LA) and quadratic
approximation (QA) in [45] (named LA-ADMM and QA-ADMM, respectively) and monotonic iterative
method for spectrum shaping (MISS) [46] as benchmarks5) with the same spatial region division.

Let us first consider one communication receiver (i.e., C = 1) located at θcom1 = −14◦ without eaves-
dropper (i.e., E = 0). Figures 5(a)–(c) depict the MIMO radar beampattern achieved by the proposed
BOC algorithm, TRPIS, LA-ADMM, QA-ADMM, and MISS, assuming at the design stage K = 4, 8, 16,
respectively. Furthermore, Table 1 reports the achieved J(w) (in dB) and required time to shed light
on corresponding computational complexity. As expected, the larger K, the more running time is re-
quired. Moreover, looking over Figures 5(a)–(c) and Table 1 reveals that the proposed BOC algorithm
outperforms other counterparts in terms of obtaining a higher PMSR using less running time generally,
which provides a practical proof of the BOC framework effectiveness. Comparatively, TRPIS requires
to specify the masks on the beampattern sidelobe, which is hard to ensure the feasibility. MISS which
actually involved the majorization-minimization framework, demands for plenty of time due to its large
computational complexity. LA-ADMM and QA-ADMM suffer from low PMSR as the integrated sidelobe
to mainlobe ratio (ISMR) is minimized without specific consideration on the ripple control.

Corresponding constellation diagrams of s(θcom1 ) (i.e., |s(θcom1 )| versus arg(s(θcom1 )) in polar coordi-
nates) for K = 4, 8, 16, are shown in Figures 6(a)–(c), respectively. The amplitudes of s(θcom1 ) decrease
versus K generally. Besides, BOC is capable of obtaining a larger amplitude of s(θcom1 ) compared with
other counterparts for a given K, which is consistent with P (θcom1 ) shown in Figure 5. Furthermore,
arg(s(θcom1 )) derived by BOC, LA-ADMM, QA-ADMM, and MISS algorithms are, respectively, uni-
formly distributed at 2π(k − 1)/K, k = 1, . . . ,K, whereas that of TRPIS has slight deviations due to its
intrinsic complex roots selection scheme.

To shed light on the demodulation performance, 104 symbols are randomly generated amongK kinds of
cases6), where an exhaustive search cannot work anymore especially when K is large. As a consequence,
the proposed Algorithm 1 is used to demodulate with ρ0 = 0.01, η1 = 10−4, and δ = 1.01. Let us
first define the power noise ratio (PNR) and signal to noise ratio (SNR) at the c-th receiver end by
PNR = |αc|2/σ2

n, and SNR = ‖αcP
T
i s(θ

com
c )‖2/σ2

n = P (θ)×PNR, respectively. The SER of the proposed
BOC algorithm, TRPIS, LA-ADMM, QA-ADMM, and MISS for the UE as a function of K versus PNR

4) A principle weight vector with the sidelobes kept below 20 dB is optimized by the minimax criterion, which multiplies with K

complex roots to form K weight vectors with the same beampattern but different angles towards the communication direction [44].

As a result, TRPIS can only deal with one communication receiver and cannot take into account both the beampattern performance

and constellation diagram towards the eavesdroppers’ direction.

5) Although LA-ADMM, QA-ADMM, and MISS are not provided in [45, 46] with reference to consistent with constraint (13),

their extension to encompass this design constraint is straightforward.

6) The proposed DFRC MIMO scheme communicates with users by embedding information into the permutation matrix P .

Hence, the weight matrix is only designed once by Algorithm 2 for a desired radar beampattern at the beginning.
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Figure 5 (Color online) Radar beampattern with (a) K = 4, (b) K = 8, (c) K = 16, assuming that θcom
1 = −14◦.

Table 1 Achieved J(w) (in dB) and required time for different methods

Method BOC TRPIS LA-ADMM QA-ADMM MISS

K J(w) Time (s) J(w) Time (s) J(w) Time (s) J(w) Time (s) J(w) Time (s)

K = 4 25.869 9.147 18.434 20.934 8.004 285.012 14.797 101.395 20.583 1940.693

K = 8 25.868 10.920 18.434 20.994 10.103 412.551 18.918 199.568 20.376 1944.878

K = 16 25.854 33.071 18.434 21.242 11.941 1048.964 17.323 619.481 20.480 2030.410

and SNR are shown in Figures 7(a) and (b), respectively. As expected, the increasing of PNR or SNR
provides SER improvements. The curves highlight that a lower SER for better demodulation performance
can be obtained with a smaller K as a larger minimum distance between constellation points is acquired.
Regardless of K, the proposed BOC algorithm outperforms other counterparts in terms of SER with a
fixed PNR, since its superiority in higher gain of bc, whereas the curves of SER versus SNR for a given
K almost coincide with each other. In other words, as long as arg(s(θcomc )) is equally distributed among
[0, 2π), the demodulation performance depends on the received SNR and K, where SNR further relies
on the PNR and P (θ). Hence, with the same PNR at the receiver end for different synthesized weight
matrices, the one which provides higher value of P (θcomc ), and thus higher SNR, has better demodulation
performance. In this respect, we only study the performance of the proposed framework as a typical
example in the following.

4.2 JRC performance with C = 2

To process further, let us increase one more communication receiver at θcom2 = 40◦ taking the case study
of K = 4, where Ref. [38] cannot work anymore. Figure 8(a) depicts the radar beampatterns derived
by BOC for C = 2 receivers by comparisons with that for θcom1 = −14◦ only (i.e., the curve derived by
BOC in Figure 5(a)). It shows the beampatterns for different C are similar, while the beampattern with
C = 1 has deeper notches. Besides, constellation diagrams of s(θcomc ), c = 1, 2 (i.e., |s(θcomc )| versus
arg(s(θcomc )) in polar coordinates) are shown in Figure 8(b). As expected, the amplitude b1 is larger than
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Figure 6 (Color online) Constellation diagram of s(θcom
1 ) with (a) K = 4, (b) K = 8, (c) K = 16, assuming that θcom

1 = −14◦.
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Figure 7 (Color online) SER for different K with θcom
1 = −14◦ versus (a) PNR and (b) SNR.
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Figure 8 (Color online) DFRC performance of the designed weight vectors for θcom
1 = −14◦ and θcom

2 = 40◦ with K = 4.

(a) Radar beampattern; (b) constellation diagram of s(θcom
c ), c = 1, 2.

b2 for P (θcom1 ) > P (θcom2 ).

Furthermore, SER for θcomc , c = 1, 2, versus PNR and SNR are studied in Figures 9(a) and (b),
respectively. As the communication receiver at −14◦ has higher beampattern gain, the SER of −14◦ is
much lower than that of 40◦ with the same PNR, which is consistent with Figure 8(b). As expected,
Figure 9(b) reveals that the SER versus SNR curves of two communication users are almost coincident,
where the compensation of PNR leads to the same amplitude of αcbc, c = 1, 2. The results again verify
the demodulation performance with fixed K is only influenced by SNR with a uniformly distributed
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Figure 10 (Color online) DFRC performance of the designed weight vectors for K = 4, 8, 16 with θcom
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1 = 7◦.
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1 ) and s(θeav

1 ).

arg(s(θcomc )), where SNR is further influenced by PNR and the power radiated to the direction of users.

4.3 JRC performance with C = 1 and E = 1

To shed light on the performance of preventing eavesdropping, let us assume there are one eavesdropper
located at θeav1 = 7◦ and one communication receiver located at θcom1 = −14◦. In Figures 10(a) and (b), the
radar beampattern and the constellation diagram of both s(θcom1 ) and s(θeav1 ) are provided, respectively.
The beampatterns in Figure 10(a) are nearly coincident for different K with the PMSR of about 26.58 dB.
Furthermore, the entries of s(θcom1 ) in Figure 10(b) are marked by crosses with arg(s(θcomc )) uniformly
distributed among [0, 2π), whereas those of s(θeav1 ) marked by circles are totally the same, thus, overlap
in the polar coordinates. Inspection of Figure 10 highlights the proposed Algorithm 2 is capable of
optimizing the radar beampattern while controlling the symbol phase distribution impinged to both the
direction of communication and eavesdropper simultaneously, whereas TRPIS cannot. Figure 11 further
depicts the SER versus PNR from the direction of θcom1 = −14◦ for different K. It again reveals that the
SER increases versus K for the same PNR as the limited beampattern energy is equally divided into K
beams.

To assess the importance of the incorporation of eavesdroppers, let us now compare the demodula-
tion performance of the eavesdropper located at θeav1 = 7◦ between the tailored design for preventing
interception and that derived by BOC with eavesdropper neglected at the design stage in Subsection 4.1.
Assuming the modulation mode is precisely known by the eavesdropper, Figure 12 shows SER of the
eavesdropper located at θeav1 = 7◦ associated with the weight vectors synthesized by the proposed Algo-
rithm 2 in Figure 5(a) and in Figure 10(a) for K = 4 versus PNR, respectively. Inspection of the plot
clearly reveals the effectiveness of preventing interception with a-priori information of the eavesdropper
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considered.

4.4 Computational complexity

To further assess the convergence property and computational complexity of the proposed algorithms,
Θ(t) derived by Algorithm 2 versus time for different K with the same environmental characterization
as in Subsections 4.1–4.3 are shown in Figures 13(a)–(c), respectively. Figures 13(a)–(c) indicate the
stopping conditions are gradually met for different scenarios and K. Hence, the BOC algorithm con-
verges with constraints satisfied, which is of great importance to accord with the codebook demands
for communication and interception prevention. As expected, a larger running time is demanded with
increasing K. Moreover, the BOC algorithm converges quickly as a closed-form solution can be obtained
in each step of the optimization process, which implies the potential for large-scale optimization.

Figure 14 depicts Λl derived by Algorithm 1 with PNR = 0 dB with the same environmental con-
figuration as in Subsection 4.1 as a typical example. Algorithm 1 quickly converges within 0.0248,
0.0341, and 0.2898 s for K = 4, 8, 16, respectively, which is applicable for the real-time requirement
of demodulation. Furthermore, with l⋆ denoting the last iteration number before exiting the iteration
loop, the convergent parameter Λl⋆ = ‖ql⋆

1 − pl⋆‖2 + ‖ql⋆

2 − pl⋆‖2 is very close to 0, implying that
liml→∞ pl = liml→∞ ql

1 = liml→∞ ql
2, thus, p

l converges with permutation matrix constraints satisfied.

5 Conclusion

The DFRCMIMO system with communication information embedded in the permutation matrix has been
addressed in this paper, where a series of weight vectors are designed for the desired radar beampattern
with codebooks phase control. Specifically, ensuring the phases induced by the designed weight vectors
impinged to the directions of the communication receivers and eavesdroppers to be uniformly distributed
and totally the same, respectively, the design has aimed at maximizing the PMSR, which formulates a
quadratic fractional programming optimization problem with multi-equality constraints. Resorting to the
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Figure 14 (Color online) Λl versus time of the proposed Algorithm 1 for K = 4, 8, 16.

ADMM framework, an iterative procedure named BOC algorithm (with ensured convergence properties
under mild conditions) has been proposed. In this respect, convex subproblems can be derived by invoking
auxiliary variables in each step, where a global optimal point is obtained in closed form. Remarkably,
the overall computational complexity of the proposed BOC algorithm is polynomial with respect to the
numbers of transmit antennas and waveform sets of the MIMO radar. Furthermore, to demodulate the
information efficiently, the correlation between the communication codebook and permutation of the
received filtered data has been considered a figure of merit with the optimized variable supposed to be
a permutation matrix. To this end, a novel algorithm based on ADPM has been proposed to tackle
the mix-boolean optimization problem, with a computational complexity cubic with reference to the
number of waveform sets. At the analysis stage, the performance of the proposed framework has been
assessed in terms of radar beampattern, constellation diagram of codebooks, communication performance,
and convergence property. Simulation results have clearly revealed that the proposed framework is
capable of realizing DFRC for multi-users while preventing interception from eavesdroppers. Besides,
some comparisons with counterparts available in the open literature have been provided for the BOC
algorithm, showing interesting performance gains, in terms of achieved PMSR and computational time.

Future research tracks might concern the extension of this framework to the wideband MIMO radar [47,
48], FDA-MIMO radar systems where frequency diversity may induce other degrees of freedom to improve
the JRC performance [49,50], as well as the robust design with imperfect channel state information [51].
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Appendix A Convergence proof of Algorithm 2

As limt→∞ µ
(t)
i − µ
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Besides, since the sequence {w(t)} generated by (38) is closed form, there exists a stationary point w⋆ such that limt→∞{w(t)} =

w⋆. Then, the following inequalities can be derived:
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In this respect, the sequences {y(t)
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Furthermore, ǫ(t+1), η(t+1) derived by (39) and (40) are bounded, which satisfies limt→∞ ǫ(t+1) = ǫ⋆ and limt→∞ η(t+1) = η⋆

with ǫ⋆ and η⋆ being the stationary points.
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