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Semantic retouching of human bodies in images, such as in-

creasing the height and slimming the body, has been long

desired. However, the problem is essentially ill-posed be-

cause one should anticipate a set of articulated and non-

rigid deformations of different body parts, given that the

deformations are inherently three-dimensional. This situa-

tion becomes more complicated when images are captured

in unrestricted environments with occlusions, and complex

interactions between the human body and its surroundings.

Early attempts [1] have attempted to address this issue by

interactively fitting a 3D parametric human model to hu-

man bodies in images and allowing the fitted 3D model to

delegate the transformation via image warping. Although

compelling results are produced, these methods may suffer

from laborious interactions, and foreground and background

distortions.

Inspired by the impressive synthesized images from

GANs [2], we present NeuralReshaper (Figure 1), the first

self-supervised learning-based method for realistic human-

body reshaping in a single RGB image following a fit-

then-reshape paradigm. The fitting process was first au-

tomated using a hybrid learning-and-optimization-based

method with the skinned multiperson linear (SMPL) [3]

model. Then, in an essential stage, the 3D geometric defor-

mation derived from the SMPL model was used to guide the

synthesis of the image reshape results. A specific set of de-

sign strategies are incorporated into our pipeline to achieve

a faithful reshaping result. First, the synthesis process was

divided into foreground and background and presented with

two independent encoders to ease the reshaping learning

holistically. Second, to address structure misalignment, the

3D body deformations within our network via feature space

warping were incorporated for foreground encodings. The

warped foreground encodings are further combined with the

background encodings before being passed to a decoder to

produce a final reshaped image. Finally, to address the

lack-of-paired-data problem, a novel self-supervised strategy

was introduced to train our network with our pseudo-paired

data.

NeuralReshaper is fast to use, fully automatic, and robust

for images taken in unconstrained environments. The inde-

pendent nature of SMPL parameters enables us to provide

users with high-level semantic control over several key at-

tributes of the human body, such as height and weight. We

compare our method to several previous studies and possible

deep learning baselines. The evaluation of the indoor and

in-the-wild datasets shows the superiority of our proposed

method over the previous art and alternative solutions.

Method. We automate the parametric body fitting pro-

cess using a data-driven initial fitting followed by a fine-

tuning optimization step. For realistic reshaping, we intro-

duce a novel two-headed neural architecture.

SMPL model fitting. SMPL is a differentiable mapping

from the shape β ∈ R
10 and pose parameters θ ∈ R

72 to

a 3D human model M(β, θ). Given a human image I, we

obtain the initial shape and pose parameters (β0, θ0) with

the pretrained model of [4]. To further refine the SMPL

parameters, we used an optimization-based paradigm to it-

eratively align the fitted model with respect to the image

cues. The overall optimization consists of two steps: op-

timizing β and θ using 2D key points (following [5]) and

optimizing β for better silhouette matching. Because of the

inherently decoupled shape and pose parameters in SMPL,

users can intuitively achieve the desired body shape by di-

rectly adjusting the shape parameters β.

We project the corresponding 3D deformation onto the

image space for the resculpted 3D human model to prepare

a dense warping field T for the subsequent image reshaping

stage. Given the dense warping field T , a naive idea would

be to directly warp at the pixel level. However, a direct im-

age warping approach based on T and its extrapolation from

the human region to the entire image would easily result in

noticeable artifacts in the background and foreground. In

contrast, we choose to use T to guide the subsequent image

synthesis via a neural generator to avoid distortions.

NeuralReshaper. As shown in Figure 1, our network
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Figure 1 (Color online) Overall pipeline of our proposed method, consisting of model fitting and neural reshaping stages.

is designed as a two-headed UNet-like structure contain-

ing two encoders and a decoder to disentangle the com-

plex foreground-background interactions. The foreground

encoder Ef (If ) consumes a foreground image If , the back-

ground encoder Eb(Ib, a) consumes a background image Ib
with masked regions and a union foreground mask a (includ-

ing occluded and disoccluded areas induced by deformation),

and the decoder D takes the encoded codes from Ef and Eb
and generates the final retouched result It. In an essential

step, we take the warping field T derived from the body

deformation to warp foreground features and fuse-warped

foreground features with encoded background features. In

addition to the above generator, during the training stage,

a discriminator is used to enforce the overall realism of the

generated image.

We introduce a unique warp-guided mechanism to inte-

grate the features of the two encoders to generate desired

retouching results based on T . Specifically, let fi denote the

intermediate feature produced by the i-th layer of the fore-

ground encoder Ef , i.e., fi = Ei
f
(If ). We warp it to create a

distorted feature f t
i = warp(fi, T ) (shown by the arrows in

orange in Figure 1), which is roughly aligned with the target

shape. Then, we combined the warped foreground feature

f t
i with the corresponding background feature bi to obtain

a complete feature map ϕi = f t
i + bi of the target.

With the warping-aware integration strategy, the gen-

erator succeeds in producing a synthesized image Iout =

D(Ef (If ), Ed(Ib, a), T ) with the person in the appropriate

shape. Ultimately, we obtain the target image

It = a ∗ Iout + (1− a) ∗ I, (1)

where ∗ denotes the element-wise multiplication.

Ideally, we should train our network with paired images

(I, It) of the same persons under the same poses but in

different shapes. However, obtaining such paired data is

difficult, if not impossible. For that purpose, we introduce

a novel self-supervised training strategy in which we use a

deformed source image as the input and attempt to gener-

ate the original source image. As a result, the source image

can naturally serve as supervisory information without any

additional annotation.

To this end, we adopt an L1 loss to encourage this source

image recovery,

LR = ‖I −G(Ib, I
t
f , T

t)‖1. (2)

We used the hinge loss [2] for GAN. Overall, we obtain an

alternating minimization:

min
G

(λrecoveryLR + λganLG),

min
D

LD,
(3)

where λxs are tradeoff parameters for different losses.

Appendix C shows more experimental details. Note that

our method is desired for altering the human shape param-

eters such as height and weight. Thus, the human pose is

maintained untouched throughout the reshaping.

Conclusion. NeuralReshaperis a practical method for the

realistic reshaping of the human body in single images us-

ing deep generative networks. Our method enables users

to reshape human images by moving several sliders and re-

ceive immediate feedback. Extensive findings on the indoor

and outdoor datasets and online images have shown our

method’s superiority compared with alternative solutions.

Furthermore, we believe that our method can serve as au-

tomatic dataset generation for future supervised learning-

based methods.
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