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Appendix A Literature review
In recent years, distributed control of multi-agent systems (MASs) has drawn great interest due to its wide applications in power

systems [1], transportation systems [2] and vehicle formation [3], to just name a few. Productive results have been obtained, with

most of them centering on MASs over cooperative relationships [4–6]. To put it in another way, the communication graph, in which

nodes and edges represent agents and interaction links, respectively, are considered to be non-negative [7].

In practice, however, antagonistic and cooperative relations coexist within many MASs, such as social networks [8], financial

markets [9] and brain networks [10]. When encountering antagonistic interactions, one resorts to signed graphs, where positive

edges stand for cooperative interactions and negative edges stand for antagonistic interactions. Compared with non-negative

graphs, signed graphs better characterize the co-opetitive relations among all agents. The investigation of signed graphs is generally

challenging, since the traditional definition of Laplacian matrix for non-negative graphs, along with all its properties are no longer

suitable for signed graphs.

Most research works about MASs over non-negative graphs focus on consensus behavior of MASs, whereas the collective behaviors

displayed over signed graphs are more convoluted, and needs further investigation. One such behavior, called bipartite consensus

[11], arises from structurally balanced signed graphs [12]. Specifically, over a structurally balanced signed graph, all agents in a

MAS are divided into two subgroups, where agents within the same subgroup are collaboratively related while agents from distinct

subgroups have antagonistic interactions. With appropriate control protocol, the output signals of agents from two different

subgroups will eventually have the same magnitude but opposite signs [11, 13–15]. Nonetheless, it is rather hard for a signed

graph to satisfy the condition of being structurally balanced, since a simple alteration of the signs of some edges, as well as

an addition or a deletion of certain edges would break such balance. Furthermore, without the graph being structually balanced,

techniques that transform the signed graphs into non-negative graphs are no longer applicable, and therefore, how MASs behave over

structurally unbalanced signed graphs is a challenging problem and deserves further investigation. By utilizing Perron-Frobenius

property [16], researchers unveiled that MASs over a certain sub-class of structurally unbalanced graphs, called eventually positive

signed graphs [17], are able to perform a collective behavior called unanimity of opinions [18], such unanimity is manifested by

the same sign of the output signals at the same time, and is also known as sign consensus [19]. This synchronous behavior has

huge potential for applciations in the area of opinion dynamics. For example, in the study of dynamic behavior of social networks

with state-dependent susceptibility [20], the agents of the network, under the stubborn extremists scenario, eventually achieve a

unanimous opinion. Works on sign consensus is now enriched with homogeneous [19] and heterogeneous [21] MASs, MASs over

fixed [19] and switching [22] topologies. In several recent works [21, 23], output sign consensus of heterogeneous MASs is achieved

over eventually positive signed graphs. While in both works, the existance of a practical leadership is assumed to be a mandatory

condition. It is also worth mentioning that for heterogeneous MASs, most current works adopt a leader-follower scheme to achieve

a synchronous behavior [24,25].

However, practically speaking, a group can be leaderless. As in the research of animal navigation [26], the “Many-wrongs

principle” assumes that all individuals have a similar amount of information, and the pooling of the information in the animal

group leads to accurate navigation. In this sense, this animal navigation mechanism is largely dependent on the information that

individuals can provide, rather than being led by a leader. Thus, how to manage leaderless MASs needs investigation. Rencently,

a work studying leaderless heterogeneous multiple Euler-Lagrange systems proposed a distributed “observer” method to solve

consensus problem of a leaderless MAS [27]. Specifically, a distributed “observer” is proposed for the multiple Euler-Lagrange

system such that all “observers” eventually reach consensus about a constant system matrix and a common trajectory, then based

on internal model principle and adaptive regulation, the MAS reaches state consensus. Moreover, our latest work studied output

sign consensus of heterogeneous MASs over signed graphs, where there is no leader node [28].

Notice that the majority of studies on MASs considers the communication network to be fixed, while in many practical scenarios,

the network can be dynamically changing. For example, the social networks among human beings are often dynamic. People respond

to cooperation and competition of people around them by making or breaking network links [29]. In addition, considering that

the communication graph is always time-varying, the assumption that the signed graph is fixed and eventually positive, along with

all the properties such graphs bring cease to apply. Hence, leaderless output sign consensus (LOSC) of heterogeneous MASs over

switching signed digraphs is challenging and needs further study.

Appendix B Notations
The notations used in this study are rather standard. ∥ · ∥ denotes the Euclidian norm. R is the set of all real numbers, and R+

is the set of all positive real numbers. ⊗ denotes the Kronecker product. col(X1, X2, ..., XN ) = [XT
1 , XT

2 , ..., XT
N ]T ∈ RNm×n,

∀Xi ∈ Rm×n, and vec(X) = col(X1, X2, ..., Xn), where Xi ∈ Rm is the i-th column of matrix X ∈ Rm×n. For matrix A = [aij ],
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aij is the entry at the ith row and jth column. A ≻ 0 means A is a entrywise positive matrix, i.e. for all i, j, aij > 0, and v ≻ 0

is defined similarly. A > 0 means A is a positive definite symmetric matrix. Expression Λ = diag(λ1, λ2, ..., λN ) constructs a

diagonal matrix Λ in which the diagonal entries are λi. ρ(A) is the spectral radius of matrix A ∈ Rn×n. λi(A) is the ith eigenvalue

of matrix A. min (ki) gives the minimum of the sequence {ki}. Re(λ) means the real part of a complex number λ. Function Mq
m(·)

is defined such that for a vector x = col(x1, x2, ..., xq) ∈ Rqm, where xi ∈ Rm, Mq
m(x) = [x1, x2, ..., xq ] ∈ Rm×q . The signum

function sgn(·) is defined such that for a vector x = [x1, x2, ..., xm]T ∈ Rm, sgn(x) = [sgn(x1), sgn(x2), ..., sgn(xm)]T , where

sgn(xi) =


1, xi > 0,

0, xi = 0,

−1, xi < 0,

sgn(·) is similarly defined for a real matrix A ∈ Rm×n.

Appendix C Graph theory and preliminaries
A digraph is used to describe the communication network of a MAS, where an agent is represented by a node, and the interaction

between two neighboring agents is represented by an edge between the two nodes. A digraph is denoted by G = (Ω, E), where

Ω = {1, 2, · · · , N} is the node set, and E ⊂ Ω × Ω is the edge set. The topology of a digraph is captured by an adjacency matrix

A = [aij ] ∈ RN×N , aij ̸= 0 if and only if (j, i) ∈ E, which indicates that information flows from node j to node i, and node j is a

neighboring node of node i; otherwise aij = 0. Ni = {j | (j, i) ∈ E} is the index set of all neighbors of node i. In this study, no

self-loop is contained in the graph, i.e. aii = 0, ∀i. G(A) is non-negative if and only if aij ⩾ 0, ∀i, j and is a signed graph elsewise.

For switching graphs, we consider a sequence of bounded and non-overlapping switching time intervals [tk, tk+1), k ∈ {0, 1, 2, · · · },
such that t0 = 0 and limk→∞ tk = ∞. Divide each interval into mk sub-intervals [tk0

, tk1
), [tk1

, tk2
), ..., [tkmk−1

, tkmk
), where

tk0
= tk and tkmk

= tk+1. The topology of a switching signed graph G(Aδ(t)), where δ(t) : [tk, tk+1) → {k0, k1, ..., kmk−1
} is the

switching signal, is assumed to be fixed in each sub-interval. We also define dwell time τki
= tki+1

− tki
, i = 0, 1, ...,mk−1.

Definition 1 (Eventually Positive). [17] If there exists a positive integer k0 such that for all integer k ⩾ k0, the kth power of a

matrix A ∈ Rn×n is positive entrywise, i.e., Ak ≻ 0, then matrix A is eventually positive.

Definition 2 (Jointly Eventually Positive). [23] A switching signed graph G(Aδ(t)) is said to be jointly eventually positive, if

there exists a sequence of bounded and non-overlapping switching time intervals [tk, tk+1), k ∈ {0, 1, 2, · · · }, such that

Ā =

∫ tk+1

tk

Aδ(t) dt

is eventually positive, ∀k ∈ {0, 1, 2, · · · }.
Definition 3. [16] For a matrix A ∈ Rn×n, if the spectral radius ρ(A) is a simple eigenvalue, and the corresponding right

eigenvector vr is positive entrywise, i.e., vr ≻ 0, then A is said to possess strong Perron-Frobenius property .

Proposition 1. [16] Consider a matrix A ∈ Rn×n, the following three statements are equivalent:

1. A is an eventually positive matrix;

2. AT is an eventually positive matrix;

3. Matrices A and AT possess strong Perron-Frobenius property.

Appendix D Technical lemmas
Lemma 1. [30] Consider the following system

ẋ(t) = f(x, αt) (D1)

with f : W × R → Rn, where W ⊂ Rn is open, 0 ∈ W and f(0, t) = 0, ∀t ∈ R. There exists a constant α∗ > 0 such that for all

α > α∗, (D1) has an exponentially stable equilibrium point x = 0 if the following two conditions are satisfied:

1. There exists a Lyapunov function V (x) and strictly positive numbers λmin and λmax such that for all x ∈ U(U ⊂ W and

U is open and 0 ∈ U), λminx
T x ⩽ V (x) ⩽ λmaxx

T x. In addition, ∂V
∂x (0) = 0 and ∂V

∂x (x) is Lipschitz on U with Lipschitz

constant Kv;

2. There exists an increasing sequence of times tk(k ∈ {0, 1, 2, · · · }) with tk → ∞ as k → ∞, and exists T > 0 such that

tk+1 − tk ⩽ T and v > 0 such that ∀tk and ∀x ∈ U

∂V

∂x
(x)

∫ tk+1

tk

f(x, τ) dτ ⩽ −v∥x∥2
.

Elaborate Lemma 1 into linear cases, we obtain the following result:

Lemma 2. [30] Consider a linear time-varying(LTV) system

ẋ(t) = A(t)x(t),

where A(t) : R → Rn×n. If there exists an infinite increasing sequence of time instants {tk}, k ∈ {0, 1, 2, · · · }, with t0 ⩾ 0,

limk→∞ tk = ∞, and tk+1 − tk ⩽ T for some positive T , such that its average systems

˙̄x(t) =

∫ tk+1
tk

A(t) dt

tk+1 − tk
x̄(t), k ∈ {0, 1, 2, · · · }



Sci China Inf Sci 3

are exponentially stable, then ∃α∗ > 0 such that ∀α > α∗, the fast time-varying system

ẋ(t) = A(αt)x(t)

is exponentially stable.

According to Remark 4 in [30], α∗ can be computed by

e
KT
α∗ T

α∗ =
1

K

(√
1 +

v

KvKT
− 1

)
, (D2)

where K is the maximum of the upper bounds of the Lipschitz function lx(t) of f(x, t), Kv is the Lipschitz constant of ∂V
∂x (x), and

v is a positive constant defined in the second condition of Lemma 1. From (D2), we can see that if T is small enough, α∗ can be

less than one, and thus, we choose α > α∗ to be one.

Lemma 3. [22] For any matrix A ∈ RN×N and a vector v = [v1, · · · , vN ]T ≻ 0, there exists a diagonal matrix Σ =

diag(σ1, · · · , σN ) ∈ RN×N such that (Σ−A)v = 0, and matrix L = Σ−A can be decomposed as L = ME where M ∈ RN×(N−1),

E =



1
v1

− 1
v2

0 · · · 0

0 1
v2

− 1
v3

· · · 0

.

.

.
.
.
.

. . .
. . .

.

.

.

0 0 · · · 1
vN−1

− 1
vN


(D3)

and E ∈ R(N−1)×N . If A is eventually positive and v is the eigenvector corresponding to ρ(A), then M is of full column rank and

Re(λi(EM)) > 0, ∀i.
We propose the following lemma which facilitates the development of the distributed “sign observer”.

Lemma 4. Consider the following system:

ẋ = F (t)x + G(t),

where x ∈ Rn, F (·) : R → Rn×n, G(·) : R → Rn, and F (t) and G(t) are bounded and piecewise continuous. Then x converges to a

bounded vector, if both F (t) and G(t) vanish exponentially.

Proof. Consider a Lyapunov function candidate V = xT x. Take the time derivative of V as:

V̇ = x
T
(
F

T
(t) + F (t)

)
x + 2G

T
(t)x.

Since both F (t) and G(t) decay to 0 exponentially, there exist positive constants α, β, λ and γ such that ∥F (t)∥ ⩽ αe−λt and

∥G(t)∥ ⩽ βe−γt. Notice that GT (t)x ⩽ ∥G(t)∥∥x(t)∥. Then we have

V̇ ⩽ 2αe
−λt∥x∥2

+ 2βe
−γt∥x∥.

Let W =
√
V = ∥x(t)∥. Taking the time derivative of W gives

Ẇ =
V̇

2
√
V

⩽ αe
−λt

W + βe
−γt

Then ∀t ⩾ 0,

W ⩽ e
∫ t
0 αe−λτ dτ∥x(0)∥ +

∫ t

0

e
∫ τ
0 αe−λs ds

βe
−γτ

dτ

=
α

λ

(
1 − e

−λt
)
∥x(0)∥ + β

∫ t

0

e
α
λ

(1−e−λτ )−γτ
dτ

⩽
α

λ
∥x(0)∥ + βe

α
λ

∫ t

0

e
−γτ

dτ

⩽
α

λ
∥x(0)∥ +

β

γ
e
α
λ ,

which implies that ∥x(t)∥ eventually converges to a bounded vector for all x(0) and t ⩾ 0.

The following output regulation-related lemma is provided for the design of the controllers.

Lemma 5. [21] Consider the following systems

χ̇i = −µ3Q
T
i (t) [Qi(t)χi − di] , ∀i (D4)

where

di = vec

0ni×p

−Ip

 , Qi(t) = S
T
i (t) ⊗

Ini
0

0 0

− Ip ⊗

vriAi Bi

Ci 0


and µ3 is large enough. Let

Qi = vri
(S

∗
)
T ⊗

Ini
0

0 0

− Ip ⊗

vriAi Bi

Ci 0

 .

If the following regulator equations
vriΠiS

∗
= vriAiΠi + BiΓi

CiΠi = Ip, (D5)

can be solved, and rank(Qi) =rank([Qi, di]), then for any initial conditions χi(t0), χi(t) exists and has a unique solution. Rearrange

χi as follows:

Υi(t) = M
p
ni+mi

(χi(t)) = col (Υ1i(t),Υ2i(t)) , (D6)

we have that Υi(t) approaches col(Πi,Γi) exponentially as t → ∞ with µ3 > ω
κ , where ω is the rate at which Si(t) converges to

vriS
∗ and κ is the minimal nonzero singular value of Qi.
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Appendix E Distributed “sign observer”
This study solves LOSC problem by utilizing a distributed “sign observer”, so that the dynamics and the states of the virtual leader

can be observed. The distributed “sign observer” is defined as follows:

Definition 4 (Distributed “Sign Observer”). [28] Consider the following dynamics

ω̇i = gi
(
ωi, ωj |j∈Ni

)
, (E1a)

ι̇i = hi

(
ωi, ιi, ιj |j∈Ni

)
. (E1b)

If there exists a graph G, functions gi(·) and hi(·), such that for arbitrary initial conditions ωi(0) ∈ Rm×m and ιi(0) ∈ Rm, we

have that ∀i, j,
lim

t→∞
[sgn(ωi(t)) − sgn(ωj(t))] = 0 and lim

t→∞
[sgn(ιi(t)) − sgn(ιj(t))] = 0.

Then (E1) is called a distributed “sign observer” for the leaderless MAS.

The concept of distributed “sign observer” was used for fixed topology cases [28], in which, without a prescribed practical leader,

(E1) is able to observe the sign of an auto-system induced by the communication network and the initial state of the MAS. Whereas

for switching topology cases, beside the graph topology and the agents’ initial conditions, the construction of the virtual leader

further incorporates the influence from the nature of the “observer”. Dynamics (2) in the main article is the specific design of the

distributed “sign observer” for this study.

The following lemma shows sign consensus of “sign observer” (2a):

Lemma 6. Consider “sign observer” (2a). If Assumption 1 holds, then for any positive scalar µ1 and any initial conditions Si(0),

Si(t) achieves sign consensus.

Proof. With σi(t) =

∑N
j=1 aij(t)vrj

vri
, Σδ(t) = diag (σ1(t), ..., σN (t)) and Lδ(t) = Σδ(t) −Aδ(t), straightforward computation gives

Lδ(t)vr =
(
Σδ(t) − Aδ(t)

)
vr = 0. (E2)

Note that for matrix Ā, there exists a constant nonsingular matrix U such that U−1ĀU = JĀ, where JĀ is the Jordan canonical

form of Ā. Let U = [vr vN−1], U
−1 =

 ul

uN−1

, where vN−1 ∈ RN×(N−1) contains the rest N−1 columns of matrix U , ul ∈ R1×N

is the first row of U−1 and uN−1 ∈ R(N−1)×N contains the last N − 1 rows of U−1. Introduce transformation Φ = (U−1 ⊗ Ip)S.

Taking the time derivative of Φ gives

Φ̇ = −µ1

(
U

−1
Lδ(t)U ⊗ Ip

)
Φ

= −µ1

 ul

uN−1

Lδ(t) [vr vN−1] ⊗ Ip

Φ

= −µ1

 0 lδ(t)

0(N−1)×1 L∗
δ(t)

⊗ Ip

Φ (E3)

where lδ(t) = ulLδ(t)vN−1 ∈ R1×(N−1) and L∗
δ(t) = uN−1Lδ(t)vN−1 ∈ R(N−1)×(N−1). By integrating U−1Lδ(t)U within time

interval [tk, tk+1), one obtains ∫ tk+1

tk

U
−1

Lδ(t)U dt =

∫ tk+1

tk

 0 lδ(t)

0(N−1)×1 L∗
δ(t)

 dt

=

 0
∫ tk+1
tk

lδ(t) dt

0(N−1)×1

∫ tk+1
tk

L∗
δ(t) dt

 . (E4)

On the other hand, (E2) implies
∫ tk+1
tk

(Σδ(t) − Aδ(t))vr dt = 0. It is trivial to show that

∫ tk+1

tk

Σδ(t)vr dt =

∫ tk+1

tk

Aδ(t)vr dt = Āvr = ρ(Ā)vr,

which indicates that
∫ tk+1
tk

Σδ(t) dt = ρ(Ā)IN . Let JĀ = diag
(
ρ(Ā),JĀN−1

)
, where JĀN−1

∈ R(N−1)×(N−1) contains the last

(N − 1) columns and rows of JĀ. Then

∫ tk+1

tk

U
−1

Lδ(t)U dt = U
−1
∫ tk+1

tk

(
Σδ(t) − Aδ(t)

)
dtU

= U
−1 (

ρ(Ā)IN − Ā
)
U

= ρ(Ā)IN − JĀ

=

 0 01×(N−1)

0(N−1)×1 ρ(Ā)IN−1 − JĀN−1

 . (E5)

Compare (E4) with (E5), it is obvious that
∫ tk+1
tk

L∗
δ(t) dt = ρ(Ā)IN−1 − JĀN−1

. Let Φ = col (Φ1,ΦN−1). Splitting dynamics

(E3) gives

Φ̇1 = −µ1

(
lδ(t) ⊗ Ip

)
ΦN−1, (E6a)
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Φ̇N−1 = −µ1

(
L

∗
δ(t) ⊗ Ip

)
ΦN−1. (E6b)

Now we consider the average system of (E6b) within time interval [tk, tk+1) as follows:

Φ̇N−1 = −µ1

∫ tk+1
tk

(
L∗

δ(t) ⊗ Ip
)

dt

tk+1 − tk
ΦN−1

= −µ1

ρ(Ā)IN−1 − JĀN−1

tk+1 − tk
ΦN−1.

(E7)

Since ρ(Ā) is the spectral radius of matrix Ā, we have that ∀i ⩾ 2, Re
(
ρ(Ā) − λi(Ā)

)
> 0. Thus, the average system (E7) is

exponentially stable for any positive µ1. Then by Lemma 2, if T is small enough, the original system (E6b) is exponentially stable

as well, i.e. ΦN−1 → 0 exponentially as t → ∞. Since Φ = (U−1 ⊗ Ip)S, we have

lim
t→∞

S(t) = lim
t→∞

[
(U ⊗ Ip)col

(
Φ1, 0(N−1)p×p

)]
= lim

t→∞
(vr ⊗ Φ1) .

From Assumption 1, we have that Aδ(t) is bounded and so is Lδ(t). Then with (E6a), where lδ(t) = ulLδ(t)vN−1, we have Φ̇1 → 0

as t → ∞. Hence, Φ1 evetually converges to a constant matrix, denoted as S∗, and

lim
t→∞

Si(t) = vriS
∗
.

Therefore, “observer” (2a) achieves sign consensus. The proof is thus completed.

Reflect on the proof of Lemma 6, we have

S
∗
= lim

t→∞
Φ1 = Φ1(0) + lim

t→∞

∫ t

0

−µ1(lδ(τ) ⊗ Ip)ΦN−1(t) dτ.

Since lδ(t) is bounded and ΦN−1 → 0 exponentially as t → ∞, there exist positive constants M , a and b such that ∥lδ(t)∥ ⩽ M

and ∥ΦN−1∥ ⩽ ae−bt. Then we obtain

S
∗ ⩽ Φ1(0) +

µ1Ma

b
.

Denote the first row of U−1 as uT = col(u1, u2, ..., uN ). With Φ = (U−1 ⊗ Ip)S, we have Φ1(0) =
∑N

i=1 uiSi(0). We can see

that S∗ not only depends on the initial conditions of the “observer” (2a) and the topology of the graph, but also the nature of the

“observer” itself.

Next, we show that “sign observer” (2b) can also reach sign consensus.

Lemma 7. Consider “sign observer” (2b). Under Assumption 1,if

µ1 >
2∥S∗∥

ρ(Ā) − λ1

,

where λ1 is the second largest real part of Ā’s eigenvalues, and there exist positive constants T , SM , ω and a symmetric positive

definite matrix H, such that

µ2 >
1 + T 2S2

M∥H∥2

w
,

then for arbitrary initial conditions ζi(0), ζi(t) achieves sign consensus, ∀i.
Proof. Introduce the transformation ζ̂ = P (t)ζ, where P (t) = eQt and Q = −IN ⊗ S∗. Take the time derivative of ζ̂ as

˙̂
ζ = Qe

Qt
ζ + e

Qt (
Sd − µ2Lδ(t) ⊗ Ip + IN ⊗ S

∗ − IN ⊗ S
∗)

ζ

= e
Qt (

Sd − IN ⊗ S
∗)

e
−Qt

ζ̂ − µ2e
Qt (

Lδ(t) ⊗ Ip
)
e
−Qt

ζ̂

= e
Qt (

Sd − IN ⊗ S
∗)

e
−Qt

ζ̂ − µ2

(
Lδ(t) ⊗ Ip

)
ζ̂.

From Lemma 6, we have Si(t) → S∗ exponentially at the rate of µ1

(
ρ(Ā) − λ1

)
. It is trivial to show that both ∥eQt∥ and ∥e−Qt∥

are less than e∥S
∗∥t. Define S̃d = eQt (Sd − IN ⊗ S∗) e−Qt = diag

(
S̃d1

, · · · , S̃dN

)
. It can be verified that S̃d → 0 exponentially

as t → ∞ if µ1 >
2∥S∗∥

ρ(Ā)−λ1
, where λ1 is the second largest real part of Ā’s eigenvalues.

Let eζ̂ = (E ⊗ Ip)ζ̂, where matrix E is defined as in (D3). Along with Lemma 3, we obtain

ėζ̂ = (E ⊗ Ip)S̃dζ̂ − µ2(EMδ(t)E ⊗ Ip)ζ̂

= (E ⊗ Ip)S̃dζ̂ − µ2(EMδ(t) ⊗ Ip)eζ̂ . (E8)

Consider the Lyapunov function candidate V = eT
ζ̂
(H ⊗ Ip)eζ̂ , where H ∈ R(N−1)×(N−1) is a symmetric positive definite matrix

which will be specified later. It is obvious that this selection of V satisfies condition 1 in Lemma 1. Manipulating V as in condition

2 of Lemma 1 gives

∂V

∂eζ̂

(
eζ̂

)∫ tk+1

tk

ėζ̂(t) dt = 2e
T
ζ̂
(H ⊗ Ip)

∫ tk+1

tk

(E ⊗ Ip)S̃dζ̂ dt − 2µ2e
T
ζ̂
(H ⊗ Ip)

[∫ tk+1

tk

(
EMδ(t) ⊗ Ip

)
dt

]
eζ̂ .



Sci China Inf Sci 6

Let V1 = 2eT
ζ̂
(H ⊗ Ip)

∫ tk+1
tk

(E ⊗ Ip)S̃dζ̂ dt and V2 = −2µ2e
T
ζ̂
(H ⊗ Ip)

[∫ tk+1
tk

(
EMδ(t) ⊗ Ip

)
dt
]
eζ̂ . Since S̃d → 0 exponentially

as t → ∞, there exists SM > 0 such that ∥S̃d∥ ⩽ SM . Then

V1 ⩽ e
T
ζ̂
eζ̂ + (H ⊗ Ip)

[∫ tk+1

tk

(E ⊗ Ip)S̃dζ̂ dt

]T [∫ tk+1

tk

(E ⊗ Ip)S̃dζ̂ dt

]
(H ⊗ Ip)

⩽ e
T
ζ̂
eζ̂ + S

2
M∥H∥2

(∫ tk+1

tk

eζ̂ dt

)T (∫ tk+1

tk

eζ̂ dt

)

=
(
1 + T

2
S

2
M∥H∥2

)
∥eζ̂∥

2
.

Notice that L̄ =
∫ tk+1
tk

(Σδ(t) − Aδ(t)) dt = ρ(Ā)IN − Ā, and can be decomposed as L̄ =
∫ tk+1
tk

Lδ(t) dt =
∫ tk+1
tk

Mδ(t)E dt =

M̄E. Assumption 1 ensures that Ā is eventually positive. Then from Lemma 3, we know that Re(λi(EM̄)) > 0 for all i; thus,∫ tk+1
tk

(
EMδ(t) ⊗ Ip

)
dt is Hurwitz and ∃H > 0 such that[∫ tk+1

tk

(
EMδ(t) ⊗ Ip

)
dt

]T

(H ⊗ Ip) + (H ⊗ Ip)

[∫ tk+1

tk

(
EMδ(t) ⊗ Ip

)
dt

]
⩽ −wI(N−1)p×(N−1)p,

for some positive scalar w, which allows V2 ⩽ −µ2w∥eζ̂∥
2. Then we have ∂V

∂e
ζ̂

(
eζ̂

) ∫ tk+1
tk

ėζ̂(t) dt ⩽ −w∗∥eζ̂∥
2 for some positive

scalar w∗ as long as µ2 >
1+T2S2

M∥H∥2

w , which satisfies condition 2 of Lemma 1. Thus, eζ̂ → 0 exponentially as t → ∞.

Next, we study the boundedness of ζ̂. Notice that

(Lδ(t) ⊗ Ip)ζ̂ = (Mδ(t)E ⊗ Ip)ζ̂

= (Mδ(t) ⊗ Ip)eζ̂ .

Since we already have that eζ̂ → 0 exponentially as t → ∞, (Lδ(t) ⊗ Ip)ζ̂ → 0 exponentially as t → ∞. Also, S̃d → 0 exponentially

with µ1 >
2∥S∗∥

ρ(Ā)−λ1
. Then, by Lemma 4, ζ̂ eventually approaches to a bounded vector.

Now that eζ̂ vanishes, and ζ̂ eventually converges to a bounded vector. There exists a bounded vector ζ̂∗ ∈ Rp such that

limt→∞ ζ̂ = vr ⊗ ζ̂∗. Thus, according to the definition of ζ̂, we have limt→∞ ζi = vrie
S∗tζ̂∗. In other words, sign consensus of ζ

is achieved. The proof is thus completed.

Appendix F Proof of Theorem 1
Proof. Consider (1) and (3), and let

x̃i = xi − vriΠiθi, ũi = ui − Γiθ, ei = yi − vriθ,

ϵi = ζi − vriθ, Kζi
= 1

vri
Γi − KiΠi, K̃ζi

(t) = Kζi
(t) − Kζi

.

Straightforward computation gives

˙̃xi = Aixi + Biui − vri
ΠiS

∗
θ

= Ai(x̃i + vriΠiθ) + Bi(ũi + Γiθ) − vriΠiS
∗
θ

= Aix̃i + Biũi,

where the last equation utilizes the regulator equation (D5), and

ũi = Kixi + Kζi
(t)ζi − Γiθ

= Ki(x̃i + vri
Πiθ) + Kζi

(t)(ϵi + vriθ) − Γiθ

= Kix̃i + Kζi
(t)ϵi + (Γi − vriKζi

)θ + vriKζi
(t)θ − Γiθ

= Kix̃i + Kζi
(t)ϵi + vriK̃ζi

(t)θ, i = 1, . . . , N,

which leads to
˙̃xi = Aix̃i + Bi

(
Kix̃i + Kζi

(t)ϵi + vriK̃ζi
(t)θ

)
= (Ai + BiKi)x̃i + BiKζi

(t)ϵi + vriBiK̃ζi
(t)θ. (F1)

By Lemma 7 and the section Virtual leader construction in the main article, we have ϵi → 0 as t → ∞ if µ1 and µ2 are large

enough. Also, Lemma 5 enables K̃ζi
(t) to vanish as t → ∞ if µ3 is sufficiently large. With Ai +BiKi being Hurwitz, system (F1)

is input-to-state stable with input BiKζi
(t)ϵi + vriBiK̃ζi

(t)θ. Thus, x̃i(t) → 0 as t → ∞, and the error

ei = Cixi − vriθ

= Ci(x̃i + vriΠiθ) − vri
θ

= Cix̃i,

decays to 0 as well. Thus, yi → vriθ as t → ∞. Since vr ≻ 0 by Proposition 1, along with Problem 1 we have

lim
t→∞

[
sgn

(
yil

(t)
)
− sgn (θl(t))

]
= lim

t→∞

[
sgn

(
vriθl(t)

)
− sgn (θl(t))

]
= 0, l ∈ L1;

lim
t→∞

(
yil

(t) − θl(t)
)
= lim

t→∞

(
vriθl(t) − θl(t)

)
= 0, l ∈ L2, ∀i.

Therefore, LOSC of MAS (1) is reached by control law (2), (D4) and (4). The proof is thus completed.
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Appendix G Proof of Theorem 2
Proof. Let x̂i = xi − ξi. Taking the time derivative of x̂i gives

˙̂xi = Aixi + Biui − Aiξi − Biui − Li(yi − Ciξi)

= (Ai − LiCi)x̂i, i = 1, . . . , N. (G1)

Define x̃i and ũi as in the development of Theorem 1. Then we have

˙̃xi = Aix̃i + Biũi,

and
ũi = Kiξi + Kζi

ζi − Γiθ

= Ki(x̃i + vriΠiθ − x̂i) + Kζi
(t)(ϵi + vriθ) − Γiθ

= Kix̃i − Kix̂i + Kζi
(t)ϵi + vriK̃ζi

(t)θ,

which lead to
˙̃xi = (Ai + BiKi)x̃i − BiKix̂i + BiKζi

(t)ϵi + vriBiK̃ζi
(t)θ. (G2)

With Ai − LiCi being Hurwitz, x̂i → 0 as t → ∞. Following similar development as in the proof of Theorem 1, we can show that

x̃i vanishes, and further ei vanishes. Since vr ≻ 0 by Proposition 1, along with Problem 1 we have

lim
t→∞

[
sgn

(
yil

(t)
)
− sgn (θl(t))

]
= lim

t→∞

[
sgn

(
vriθl(t)

)
− sgn (θl(t))

]
= 0, l ∈ L1

lim
t→∞

(
yil

(t) − θl(t)
)
= lim

t→∞

(
vriθl(t) − θl(t)

)
= 0, l ∈ L2, ∀i

Therefore, LOSC of MAS (1) is reached by control law (2), (D4) and (5). The proof is thus completed.

Appendix H Simulation example
Consider a MAS with 6 agents, and the dynamics (1) of each agent takes the following values:

Ai =

 −0.08 16.05

−31.61 0.06

 , Bi =

1
3

 , Ci =

0 1

1 0

 , i = 1, 2, 3; (H1a)

Ai =

 0.06 −31.61

16.05 −0.08

 , Bi =

2
4

 , Ci =

1 0

0 1

 , i = 4, 5, 6. (H1b)

It can be verified that all (Ai, Bi, Ci) are both controllable and observable. “Observer” (2a) are with the following initial conditions:

S1(0) =

 0 3

−2 0

 , S2(0) =

−0.01 5

−3 0.01

 , S3(0) =

−0.01 4

−2 0.02

 ,

S4(0) =

−0.01 4

−4 0.01

 , S5(0) =

−0.01 6

−1 0.02

 , S6(0) =

−0.02 5

−2.5 0.01

 .

The communication graphs of the MAS are shown in Figs.H1-H4, and the switching signal is described as:

δ(t) =


1, kT ⩽ t < kT + 7.3 × 10−4,

2, kT + 7.3 × 10−4 ⩽ t < kT + 1.2 × 10−3,

3, kT + 1.2 × 10−3 ⩽ t < kT + 1.5 × 10−3,

4, kT + 1.5 × 10−3 ⩽ t < (k + 1)T,

where k = 0, 1, 2, · · · and T = 2.1 × 10−3s. By (D2), we choose T small enough, which allows us to choose α∗ < 1, and it

is straightforward to show that the selected switching graph satisfies Assumption 1. According to Lemma 7 and Lemma 5, let

µ1 = 1000, µ2 = 100 and µ3 = 1000. The following two subsections present the simulation results of the state feedback control

case and the output feedback control case, respectively.

Appendix H.1 State feedback control case

Let Ki be the following values such that Ai + BiKi is Hurwitz:

Ki =
[
−0.11 −9.96

]
, for i = 1, 2, 3;

Ki =
[
−3.84 −5.58

]
, for i = 4, 5, 6.

The output signals of the MAS are plotted in Fig.H5 and Fig.H6. The figures show that LOSC is reached by the designed state

feedback controller.
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Figure H8 Output trajectories yi,2 for output

feedback control case

Appendix H.2 Output feedback control case

Choose Ki as in the state feedback control case, and Li takes the following values:

Li =

16.05 9.92

20.06 −31.61

 , for i = 1, 2, 3;

Li =

10.06 −31.61

16.05 19.92

 , for i = 4, 5, 6.

The above selection of Ki and Li ensures that Ai +BiKi and Ai −LiCi are Hurwitz for all i. The output signals of the MAS are

plotted in Fig.H7 and Fig.H8. The presented figures illustrate that LOSC is reached by the designed output feedback controller.
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