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With the rapid development of the Internet of Things (IoT),

the amount of data from intelligent devices is propagating at

unprecedented scales. Meanwhile, machine learning (ML),

which relies heavily on such data, is revolutionizing many

aspects of our lives [1]. However, conventional centralized

ML offers little scalability for efficiently processing this huge

amount of data. Moreover, privacy and confidentiality are of

increasing concern as exchanged data often contains clients’

sensitive information in distributed ML settings. In this

light, federated learning (FL) has been proposed, which al-

lows the decoupling of data provision at local clients and

aggregating ML models by a central server [2].

However, although data is not explicitly shared in the

original format in FL, there exists a risk that adver-

saries/eavesdroppers can reconstruct local data approxi-

mately, especially when the ML architectures and models

are not completely protected. In addition, FL will expose

intermediate results, such as model updates, during up-

loading, and the transmission of these updates is vulner-

able when exposed under memorization of sensitive training

samples [3] and membership inference attack [4]. To pre-

vent such privacy leakage, a popular approach in the liter-

ature has been proposed, termed differentially-private FL

(DP-FL) [5], which guarantees differential privacy (DP) for

releasing model parameters. Nevertheless, the learning per-

formance suffers a lot from the additive noises.

To alleviate such performance degradation, in this work,

we propose to use generative adversarial networks (GAN) to

produce fake training samples in each local client, and the-

oretically prove that the generative data samples can also

achieve local DP under some systematical assumptions. On

the basis of the generative data examples, we then propose

an enhanced privacy protection method that elaborates on

the fake samples as well as the DP-FL in the training proce-

dure. In addition, background descriptions on the DP and

FL are provided in Appendix A.

System framework. The proposed model can be mainly

divided into two steps, namely conditional-GAN-based data

augmentation, and enhanced privacy protection on FL, re-

spectively.

• The first step adopts the conditional GAN, which uses

the labels as the additive input of a generator G and a dis-

criminator D, to generate required data samples in each local

client.

• In the second step, each client uses a mixture of the

generated fake samples and the real ones to train its local

model, applies DP perturbation on the updates, and then

finishes this round of local training.

Enhanced privacy protection on FL. Based on Algo-

rithm B1, we can design the privacy-enhanced FL framework

with synthetic data. In the beginning, the server will broad-

cast the initial global model w(0) to all clients. Then, each

client generates the synthetic data D̃i using Algorithm B1.

After finishing the data augmentation, each client needs to

combine D̃i and Di with ratios γ and 1 − γ, respectively,

to generate D̂i as the local training dataset. By this com-

bination, each client can train the local model w
(t)
i with a

low privacy risk. It can be noticed that with a given noise

standard deviation σi, the privacy budget can be calculated

in each communication round. In addition, the validation

accuracy V
(t)
i for the ith client can be calculated, and then

uploaded to the server as well as the local model w
(t)
i . After

receiving all local models, the server aggregates all received

local models by w
(t+1) = 1

N

∑
i∈N w

(t)
i

and calculate

the global validation accuracy by V(t+1) = 1
N

∑
i∈N V

(t)
i .

When w
(t+1) satisfies the requirement (up to the privacy

budget) or t+ 1 is up to the maximum number of the com-

munication round T , the server will set w
f = w

(t+1) and

stop this algorithm. Otherwise, the algorithm will start the

next communication round. The whole procedure (Algo-

rithm B2) can be found in Appendix B.2. In addition, the

DP and convergence analysis can be found in Appendixes C

and D.
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Table 1 Comparisons of the precision of the membership inference attack (left) and test accuracy (right)

Dataset No privacy DP-FL (ǫ = 4) DP-GenFL (γ = 1.0) DP-GenFL (γ = 0.6) DP-GenFL (γ = 0.2)

MNIST 0.584/0.977 0.533/0.934 0.510/0.501 0.515/0.947 0.519/0.962

Fashion-MNIST 0.613/0.826 0.543/0.769 0.510/0.550 0.518/0.750 0.533/0.789

CIFAR-10 0.668/0.553 0.543/0.350 0.512/0.212 0.548/0.506 0.551/0.545

Purchase 0.680/0.602 0.550/0.281 0.506/0.200 0.549/0.478 0.598/0.534

Experimental results. We conduct experimental results

to evaluate the privacy protection performance of the pro-

posed algorithm under the membership inference attack as

well as test accuracy under specific tasks compared with the

classic DP-FL [5]. As shown in Table 1, DP-GenFL can fur-

ther defend the membership inference attack compared to

DP-FL and achieve a remarkable performance gain. For ex-

ample, the successful attacking rate drops to 51.03% when

γ = 0.6 in the MNIST dataset, which is slightly higher than

the random guess (50%). Additional results as well as the

experimental setup are provided in Appendix E.

Conclusion. We have provided an enhanced privacy pro-

tection mechanism for FL. With the help of GAN, a local

DP-FL framework has been proposed, and the privacy level,

as well as the convergence performance, have been systemi-

cally conducted. Experimental results have shown the effec-

tiveness and the advantages of the proposed algorithm by

comparing it with the state of the art. In addition, further

directions can find an optimal fake ratio and the number of

training epochs for the proposed framework.
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