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Appendix A Background

Joint source-channel coding (JSCC) systems have attracted increasing attention owing to the effective utilization of the residual

redundancy from the source coding [1]- [3]. Among these systems, the JSCC system based on double low-density parity-check

(LDPC) codes, named D-LDPC JSCC system, can achieve better performance due to its joint Tanner structure [1]. As a variant

of D-LDPC JSCC system, JSCC system based on double protograph LDPC (DP-LDPC) codes [4]- [12], named DP-LDPC JSCC

system, utilizes the protograph LDPC (P-LDPC) codes as its element codes, and the P-LDPC codes have simple and fast encoding

structure [20]- [23]. The researches on DP-LDPC JSCC system mainly focus on the different kinds design over the standard/non-

standard coding channel. Here, standard coding channel is defined as the combination of BPSK modulation and the additive

white Gaussian noise (AWGN) channel, and the other combinations of non-BPSK modulation and complex channels are defined as

non-standard coding channels [12].

In the standard coding channel, a lot of efforts have been devoted to studying the DP-LDPC JSCC system with single-element

optimization or multi-elements optimization in the joint base matrix. In respect to the single-element optimization, the source

code is optimized to get the lower error-floor [4], and an unequal power allocation strategy through the optimization of source code

is used to improve the performance [5]. The channel code is redesigned to obtain better performance of the water-fall region [6].

The optimization methods for the edge connection between source code and channel code are developed [7], [8]. In the regard of

multi-elements optimization, the source code and channel code are jointly optimized to improve the performance over the AWGN

channel [9], [11]. Moreover, a joint shuffled scheduling decoding algorithm was proposed for DP-LDPC JSCC system to lower

decoding complexity [19].

In the non-standard coding channel, many complex factors need to be considered in the optimization process, such as channel

statistic matching, modulation matching. In the aspect of channel statistic matching, the non-standard coding channel, including M-

ary differential chaos shift keying (M-DCSK) [13] and Rayleigh fading channels, was considered in [12] firstly. In this work, the easy

channel statistic was considered. And then, complex channel statistic was considered in [28] and a numerical Gaussian approximation

method was proposed to solve the complex channel whose channel statistic is non-Gaussian-like distribution. Furthermore, a

probabilistic amplitude shaping method was proposed for DP-LDPC JSCC system [29], where matching between the probability

distribution of the modulated symbols and the row degree distribution of source code was investigated.

From these works concluded above, it can be seen that the code optimization works in this system are devoted to improve

performance without considering the constraint of the decoding complexity, which is an important property in the decoding side

and crucial for real applications. In the tandem separated source-channel coding (SSCC) system, the decoding complexity can be

estimated to be O(EImax), where E represents the sum of nonzero entries in the parity-check matrix (PCM) and Imax represents

the maximum decoding iterations [14]- [17]. The iteration numbers are limited to optimize the irregular LDPC codes by numerical

design methods [14], and the protograph extrinsic information transfer (PEXIT) [24] analysis is limited by the iteration numbers to

obtain P-LDPC codes with low decoding complexity [15], [16]. The number of nonzero entries in PCM is taken into consideration to

analyze the decoding complexity [17]. Decreasing computational complexity in one iteration decoding process is an efficient method

to reduce decoding complexity [27]. When the sum of the nonzero entries in PCM decreases, both the computational complexity

and the decoding complexity can be reduced.

In the existing research on the DP-LDPC JSCC system, Imax is always set to a high value in the code optimization process,

such as 100 [9] or 200 [10], which will lead to high decoding complexity. One may wonder if previously designed code pairs will still

perform well when decoding complexity, becomes an important constraint in the process of code design. As of today, how to design

the DP-LDPC JSCC system with low decoding complexity is an open question. Moreover, no matter in standard or non-standard

coding channels, the optimization of coding and decoding sides in the DP-LDPC JSCC system are separated considered. The

superiority of collaborative design has been verified in the SSCC system [30], but how to realize the collaborative design framework

for the DP-LDPC JSCC system is still another open question.

Appendix B System Model

In the DP-LDPC JSCC system, a joint base matrix BJ of size (msc + mcc) × (nsc + ncc) is defined as
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BJ =

 Bsc BL1

BL2 Bcc

 , (B1)

where Bsc is the base matrix of source P-LDPC code of size msc × nsc, Bcc is the base matrix of channel P-LDPC code of size

msc × nsc, BL1 represents the edges connecting the check nodes (CNs) of the source P-LDPC code to the variable nodes (VNs) of

the channel P-LDPC code in the joint Tanner graph of size msc ×ncc, and BL2 represents the edges connecting the CNs of channel

P-LDPC code to the VNs of the source P-LDPC code in the Tanner graph of size mcc × nsc.

In order to obtain the joint parity check matrix HJ , the operation of “copy-and-permute” is implemented by the progressive

edge growth (PEG) algorithm [25] with a lifted factor q, which will remove the parallel edges from the base matrix of the P-LDPC

codes. The joint parity-check matrix of size (Msc + Mcc) × (Nsc + Ncc), corresponding to the joint base matrix BJ , is defined as

HJ =

 Hsc HL1

HL2 Hcc

 , (B2)

where Hsc is the parity check matrix of source P-LDPC code of size Msc ×Nsc, Hcc is the parity check matrix of channel P-LDPC

code of size Mcc × Ncc, and HL1 and HL2 are the linking matrixes between these two P-LDPC codes.

Fig. B1 shows the system model. Let m be the source sequence, generated by a binary i.i.d Bernoulli source with entropy

H(m) = −pmlog2(pm) − (1 − pm)log2(1 − pm), where pm is the probability of “1” and pm ̸= 0.5. In the encoder, the source

sequence m is compressed into the sequence s = m · HT
sc. Then, another P-LDPC code, which is defined by Hnew

cc = [HL2 Hcc],

is used to realize error control coding, and the systematic generator matrix of Hnew
cc will be denoted by Gnew

cc . The codeword

sequence c is generated by c = snew · Gnew
cc , where snew = [mp, s] and mp is the part of m connected to the check nodes of the

channel codes. Next, the generated sequence c is modulated to sequence y by binary phase shift keying (BPSK), and then the

sequence y is transmitted over an AWGN channel. In the receiver, the sequence z, which is the corrupted version of the sequence

y, is passed onto the joint decoder.

As depicted in Fig. B2, the joint decoder consists of source decoder and channel decoder. The belief propagation (BP) algorithm

is used in the joint decoder to obtain the evaluated sequence m̂, while the source statistics are considered at the same time. The

extrinsic messages between source and channel decoders are exchanged through the edges between two decoders in the joint Tanner

graph.

Figure B1 Model of the DP-LDPC JSCC system.

Figure B2 Joint decoder of the DP-LDPC JSCC system

Appendix C Collaborative Design Based on Joint Decoding Complexity

Appendix C.1 The Definition of Joint Decoding Complexity

Following [17]- [19], the joint decoding complexity of the DP-LDPC JSCC system (denoted by JDC) is defined by

JDC ∝ E · Imax

= Sum (HJ ) · Imax

= Sum (Hsc + Hcc + HL1 + HL2) · Imax

= Sum (Bsc · qsc + Bcc · qcc + BL1 · q1 + BL2 · q2) · Imax,

(C1)



Sci China Inf Sci 3

30 40 50 60 70 80 90 100

−2.2

−2

−1.8

−1.6

−1.4

−1.2

−1

−0.8

−0.6

I
JPEXIT,MAX

Jo
in

t 
D

e
co

d
in

g
 T

h
re

sh
o
ld

s 
(E

b
/N

0
) th

 (
d
B

)
 

 

B
J

comp_1

B
J

comp_2

Figure C1 The joint decoding thresholds under different maximum iteration numbers when pm = 0.04.

where Sum (HJ ) represents the sum of entries in the joint parity-check matrix of this system and Imax represents the maximum

iteration numbers. As mentioned before, HJ consists of four parts: Hsc, Hcc, HL1 and HL2. And they are obtained from Bsc,

Bcc, BL1 and BL2 by lifting operation with lifting factor qsc, qcc, q1 and q2, respectively [6]. Generally, qsc = qcc = q1 = q2.

The matrix BJ includes four components: Bsc, Bcc, BL1 and BL2. In order to accelerate the design process, some components

of BJ can be fixed to reduce the code searching space. In the DP-LDPC JSCC system, the performance of the water-fall region is

mainly influenced by channel codes [6]. In this paper, the main concern is to improve the performance of the water-fall region with

low joint decoding complexity, and the focus will be on the redesign of channel code under this constraint. Recall, the work in [10]

is the latest work for DP-LDPC JSCC system without considering the decoding complexity so far. Hence, Bsc in BJ is fixed to

be that of Bopti 2
J from Eq. (17) in [10], denoted as Bfix

sc , in the following work. BL1 is fixed to the connection between the check

CNs of the channel code and the VNs with a larger degree of the source code [7]. Let BL2 = 0 in this paper, because it has no

effect on the design of channel P-LDPC code. Since the three components are fixed, Sum (BJ ) is determined by Sum (Bcc).

Appendix C.2 Analysis with Limited Iteration Number

For the convenience of expression, the optimal channel base matrix corresponding to Eq. (16) and Eq. (17) in [10] are denoted as

Bcomp 1
cc and Bcomp 2

cc , respectively. The code pairs (Bfix
sc ,Bcomp 1

cc ) and (Bfix
sc ,Bcomp 2

cc ) are denoted as Bcomp 1
J and Bcomp 2

J ,

respectively. IJPEXIT
max represents the maximum iteration numbers in the JPEXIT analysis [10]. The impact of IJPEXIT

max on joint

decoding thresholds, denoted as (Eb/N0)th, is shown in Fig. C1.

It can be seen that the (Eb/N0)th with IJPEXIT
max = 100 of Bcomp 2

J outperforms the (Eb/N0)th with IJPEXIT
max = 25 and

IJPEXIT
max = 30 by 1.8dB and 1.3dB, respectively. When IJPEXIT

max = 100, Bcomp 2
J has 0.3dB coding gain, compared to Bcomp 1

J .

But, when IJPEXIT
max = 25, Bcomp 2

J is worse than Bcomp 1
J , for there is 0.3dB gap between them. The impact of the maximum

iteration number is summarized as follows.

(i) The joint decoding threshold is affected to a greater degree by the maximum iteration number. The smaller the maximum

iteration number, the higher the joint decoding threshold.

(ii) The channel code optimized by specific maximum iteration number may not always perform well with another maximum

iteration number.

Therefore, the channel code of the DP-LDPC JSCC system needs to be redesigned, taking into consideration the maximum

iteration number.

Appendix C.3 The Collaborative Design Process for the Channel Code of DP-LDPC JSCC

The Collaborative Design Process for the Channel Code of DP-LDPC JSCC with low joint decoding complexity can be formulated

as an optimization problem, with the objective function considering the maximum iteration number, as follows:

min
BJ

θ
(
BJ , I

JPEXIT
max

)
, (C2)

s.t. Ft (BJ ) ⩾ 0, t = 1, 2, . . . , T, (C3)

where the function θ
(
BJ , I

JPEXIT
max

)
returns the joint decoding thresholds of BJ by JPEXIT analysis with the limitation of IJPEXIT

max .

Ineq. (C3) represents the design constraints for the channel code of the DP-LDPC JSCC system. In order to design channel code

for the DP-LDPC JSCC system with low joint decoding complexity, there are many constraints to be considered, and specific

constraints are summarized as follows.

(a) Low channel decoding threshold

Based on [20], a good protograph is the combination of one or more degree-1 VNs, one very high degree VN, and several degree-2

VNs. When the puncturing operation is allowed, puncturing the highest degree VN will achieve better performance.

(b) Linear minimum distance growth

The maximum number of degree-2 VNs in the tandem SSCC system of the protograph, denoted by n1, can be calculated by

mcc − mp − 1 [20]. In the DP-LDPC JSCC system, the maximum number of degree-2 VNs, denoted by n2, can be calculated by

mcc +msc −mp − 1 [11], where mp is the number of precoder structures (degree-1 VNs). In the new design, we set the maximum

number of degree-2 VNs in the interval [n1, n2].

(c) Decoding complexity

From Eq. (C1), the decoding complexity can be represented by the sum of entries in the joint base matrix and the maximum

number of the iteration. The smaller the sum of entries and maximum iterations, the lower the decoding complexity.

(d) Search complexity and optimized space
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The size of the joint base matrix is directly related with the search complexity. The smaller the size, the lower the search

complexity. But, the space of the good codes is also limited by its size; the smaller the size, the smaller the space that can be

optimized. One has to make a tradeoff between search complexity and optimized space.

The design of a rate-1/2 channel code is considered here, and Bcomp 2
cc is used for performance comparison. The size of Bcomp 2

cc

is 3× 5 and this restricts the optimized space. In order to make a tradeoff between search complexity and the optimized space, the

protograph is set as a 6 × 10 matrix, which is the same as Bcomp 2
cc when the PEG algorithm performed with q = 2. Considering

the constraint conditions mentioned before, the initial channel base matrix is set as

B
(0)
cc,1 =



1 0 0 0 0 b1,6 b1,7 b1,8 b1,9 b1,10

0 1 0 0 0 b2,6 b2,7 b2,8 b2,9 b2,10

0 0 1 1 0 b3,6 b3,7 b3,8 b3,9 b3,10

0 0 0 0 1 b4,6 b4,7 b4,8 b4,9 b4,10

0 0 1 0 0 b5,6 b5,7 b5,8 b5,9 b5,10

0 0 0 1 1 b6,6 b6,7 b6,8 b6,9 b6,10


, (C4)

where bi,j belongs to {0, 1, ..., ep} for i = {1, 2, ..., 6} and j = {6, 7, ..., 10}, and ep is the maximum value of each entry in the base

matrix. The constraints mentioned previously for this base matrix are expressed as follows:

F1 :
5∑

i1=1
bi1,j1

− 3 ⩾ 0, j1=k1, k2, ..., km, ∀km ∈ {6, 7, ..., 10} ,

∀m ∈ {3, 4, 5} , k1 ̸= k2 ̸= ... ̸= km.

(C5)

F2 : Sum(Bcomp 2
cc × q) − Sum(Bopt

cc × q) ⩾ 0. (C6)

F3 : 5 −
5∑

i2=1

bi2,j2
⩾ 0, j2= 6, 7, ..., 10. (C7)

The channel code with low joint decoding complexity searching is realized by a slightly modified genetic algorithm (GA) [9]. The

steps are as follows.

GIVEN: The population number in one generation is N , the maximum generation number is G, the crossover probability is

pcr, the mutation probability is pmt, the size of the candidate is S and S = mcc × ncc.

INITIALIZATION: Generate (N − 1) candidates Pg
n, n = {2, 3, ..., N}, which are replaced by the entries in Pg

1 except those

fixed entries, with values chosen from {0, 1, ..., ep} randomly. Pg
1 = B

(0)
cc,1, B

g−1
cc,best = B

(0)
cc,1. The initialization will continue until

all Pg
n satisfy Eqs. (C5)-(C7).

CROSSOVER: For n = {1, 2, 3, ..., N
2 }, randomly select s1, s2 ∈ {1, 2, ..., S}, s1 < s2. The crossover operation is conducted

with probability pcr as 
Pg

C,n+N
2

= Pg
n(s1, s2).

Pg
C,n = Pg

n+N
2

(s1, s2).
(C8)

MUTATION: For n = {1, 2, 3, ..., N}, s = {1, 2, 3, ..., S}, the mutation operation is conducted as

Pg
C,n(s) =

 b, b ∈ {0, 1, ..., ep}, with probability pmt.

Pg
C,n(s), otherwise.

(C9)

SELECTION: For n = {1, 2, ..., N} and g = {1, 2, ..., G} , the best candidate protograph in the g-th generation Pg
C,best is

chosen from Pg
C,n, n = {1, 2, ..., N}, through the measure of objective function Eq. (C2):

B
g
cc,best(s) =



Pg
best if θ(P(g)

best, I
JPEXIT
max ) <

θ(B
(g−1)
cc,best, I

JPEXIT
max ),

and Ft ⩾ 0, t = 1, 2, 3.

B
(g−1)
cc,best, otherwise.

(C10)

TERMINATION: The operations of mutation and crossover are performed for G generations. The channel code, which has

the lowest joint decoding threshold, will be chosen as the optimal result.

In order to limit the search complexity, ep is set to 1. For other parameters, N = 1000; G = 1000; pcr = 0.7 and pmt = 0.1.

Different values of these parameters can be chosen in the optimization procedure.

Using the above design method with the constraint conditions, the optimized rate-1/2 channel base matrix Bopt
cc with IJPEXIT

max =20

is obtained as

B
opt
cc =



1 0 0 0 0 0 1 0 1 1

0 1 0 0 0 1 0 0 1 1

0 0 1 1 0 0 1 0 0 0

0 0 0 0 1 1 0 1 1 0

0 0 1 0 0 0 1 0 1 1

0 0 0 1 1 1 0 1 1 1


. (C11)

The joint base matrix corresponding to the code pair (Bfix
sc ,Bopt

cc ) is denoted as Bopt
J . The joint decoding thresholds of Bopt

J

under different maximum iteration numbers with pm = 0.04 are shown in Table C1.
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Table C1 Joint Decoding Thresholds of Bopt
J Under different Maximum Iteration Numbers at pm = 0.04.

IJPEXIT
max 25 30 50 80 100

(Eb/N0)th -0.868 -1.181 -1.694 -1.894 -1.941

Table C2 Comparison of Joint Decoding Thresholds with IJPEXIT
max = 20 at pm = 0.04.

Bopt
J Bcomp 1

J [10] Bcomp 2
J [10]

(Eb/N0)th -0.367 -0.139 0.282

Appendix D Simulation Results

In this section, the simulation results of the proposed code are presented in two parts: performance comparisons over AWGN

channel and Rayleigh fading channel [26], respectively. All simulations are written in C++ language using Visual Studio 2013. To

guarantee a complete and fair performance comparison, the code pairs that satisfy and not satisfy the constraints of Eq. (C6) are

analyzed. The frame length is set as 3200 bits, and the source statistic pm = 0.04. The maximum iteration number Imax is set

to 20. The label (BJ , Imax) in the simulation figures means the scheme using BJ with Imax iterations. For example, (Bopt
J , 20)

means this scheme using Bopt
J with Imax = 20.

Appendix D.1 Performance Comparisons over AWGN Channel

-2.5 -2 -1.5 -1 -0.5 0 0.5

E
b
/N

0
(dB)

10
-8

10
-7

10
-6

10
-5

10
-4

10
-3

10
-2

10
-1

B
E

R

(B
J

opt
, 20)

(B
J

comp_1
, 20)

(B
J

comp_2
, 20)

(B
J

comp_1
, 30)

0.5dB

0.45dB

Figure D1 BER performance comparison at pm = 0.04 over AWGN channel.

As shown in Fig. D1, the BER performance of Bopt
J at pm = 0.04 has coding gains of 0.5dB at BER = 2× 10−7 and 0.45dB at

BER = 1 × 10−6 when Imax = 20, respectively, compared to Bcomp 1
J and Bcomp 2

J , which are consistent with the joint decoding

thresholds shown in Table C2. The BER curve of Bcomp 1
J with Imax = 30 is also presented in this figure. It can be observed

that the BER performance of Bcomp 1
J with Imax = 30 is worse than that of Bopt

J with Imax = 20, and there are nearly 0.1dB

gap between them. This means that one can reduce iteration numbers by nearly 33%
(

30−20
30 =33%

)
with a slight performance

improvement by adopting the scheme Bopt
J with Imax = 20 instead of the scheme Bcomp 1

J with Imax = 30. Meanwhile, the

iteration number affects the power consumption and throughput directly, which signifies that one can reduce power by nearly 33%

and increase the throughput [16] by 50%
(

1/20−1/30
1/30

= 50%
)

through using the scheme Bopt
J with Imax = 20 rather than the

scheme Bcomp 1
J with Imax = 30.

In order to investigate the convergence speeds of the codes, the comparison of the averaged iteration numbers are shown in

Fig. D2. From this figure, one can see that the average iteration number of Bopt
J is 12.5% and 13.9% lower at Eb/N0 = −0.5dB,

compared with Bcomp 1
J and Bcomp 2

J , respectively. That is, the convergence speed of the proposed Bopt
J is the fastest. Table D1

lists the sums of entries of different PCMs of channel codes. In this table, Hopt
cc , Hcomp 1

cc and Hcomp 2
cc , are the PCMs of Bopt

cc ,

Bcomp 1
cc and Bcomp 2

cc , respectively. From this table, it can be seen that the sum of the entries of the proposed Hopt
cc is 120 and

40 less than Hcomp 1
cc and Hcomp 2

cc , which reduce 120 and 40 edge arithmetic operations respectively when Hopt
cc is adopted. The

longer the code length, the more the arithmetic operations can be reduced. It also means that the sum of entries in Hopt
J is the

smallest. Since Hopt
J has both the minimum number of iterations and the smallest sum of the entries, it has the lowest decoding

complexity.

Appendix D.2 Performance Comparisons over Rayleigh Fading Channel

Fig. D3 shows the BER performance of Bopt
J over Rayleigh fading channel at pm = 0.04 when Imax = 20. From this figure, it

can be seen that Bopt
J can achieve 0.58dB and 0.56dB coding gains, compared with Bcomp 1

J at BER = 4 × 10−7 and Bcomp 2
J at

BER = 1×10−6, respectively. The performance improvement of the proposed Bopt
J over Rayleigh fading channel is more prominent

than AWGN channel, and this also shows that the proposed Bopt
J can perform well over both Rayleigh fading channel and AWGN

channel.
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Figure D2 Comparison of average numbers of iterations at pm = 0.04 over AWGN channel.

Table D1 Comparison of Sums of the Entries in Hcc.

Hopt
cc Hcomp 1

cc [10] Hcomp 2
cc [10]

Sum(Hcc) 1000 1120 1040
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Figure D3 BER performance comparison at pm = 0.04 over Rayleigh fading channel.
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Figure D4 Comparison of average numbers of iterations at pm = 0.04 over Rayleigh fading channel.
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A comparison of the averaged iteration numbers over Rayleigh fading channel at pm = 0.04 when Imax = 20 is shown in

Fig. D4. When Eb/N0 = 2dB, the averaged iteration number of Bopt
J is reduced up to 14.1% and 16.8%, compared with Bcomp 1

J

and Bcomp 2
J , respectively. The proposed Bopt

J can converges fastest among them over both AWGN channel and Rayleigh fading

channel.
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