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Abstract Optical quantum memory is a key component of emerging quantum technologies and applica-
tions. One of the most promising protocols, far-off-resonant Raman memory, is still beset by its efficiency.
Until now, the only effective method for enhancing its efficiency in experiments has been the intensity mod-
ulation method on the control field, while the experimental demonstrations still fail to meet the theoretical
expectation. In this study, we experimentally demonstrate how to optimize the Raman quantum memory
process using a new method called phase modulation; 52.7% total memory efficiency is realized by applying
a phase modulation on the control field with a near-square intensity waveform of the control field, thereby
resulting in an increase in efficiency of 13.3% compared to the best case of no phase modulation. Addition-
ally, a hybrid method, combining the phase and intensity modulations, is demonstrated with 87.3% memory
efficiency. Such high-efficiency results in 99.0% unconditional fidelity even at near single photon level. The
unconditional fidelity is always higher than that of the intensity method as the input photon number of the
signal increases and can still beat the nonclone limit, even at 128.1 photons/pulse. Our phase modulation
method has great potential applications in quantum information processing due to the advantages of low
experimental requirements but an additional degree of freedom and high performance, especially for the high
speed and high photon number state manipulation.
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1 Introduction

Quantum memory is an important component in various quantum technologies, including optical quantum
state generation [1], quantum communication [2], and linear-optical quantum computing [3]. Several ap-
proaches, including far off-resonant Raman memory [4,5], gradient photon echo [6,7], electromagnetically
induced transparency [8-10] (EIT), and atomic frequency comb [11,12] (AFC), have been demonstrated
in various media, including hot atomic vapors [13], cold atomic ensembles [14], and solids doped with
rare earth ions [15]. The goal of these approaches is to write an incoming signal pulse into an atomic spin
wave and recover as much of it back as possible, which requires high efficiency and fidelity.
Far-off-resonant Raman memory is predominant among the quantum memory protocols for storing
short signal pulses. Especially, true-single photon memory using Raman-type protocol was first real-
ized [16] in 2015. Furthermore, high efficiency and fidelity [5], multimode [17], and THz-bandwidth
memories [18] have been demonstrated recently. However, its use is still hampered by its efficiency and
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unconditional fidelity. Until now, the only effective way to achieve high performance of Raman memory in
experiments is the intensity modulation method [19], while the experimental demonstrations have failed
to meet the theoretical expectations. This is due to the imperfect intensity waveform modulation in the
experiments and the time-varying AC Stark shift caused by the high control pulse power.

To avoid these problems, several optimization methods, including frequency chirps [20, 21], spatial
phase-matching [20,22-24], and refractive index manipulation [25,26] methods, are proposed to replace
the intensity modulation method. These methods take advantage of the phase-matching condition in
the memory process, but no further efficiency improvement is achieved in experiments, thereby limiting
their unconditional fidelity. Instead of replacing the intensity modulation method, a simple phase control
method that can be combined with the intensity method to overcome its problems and further improve
efficiency and fidelity should be investigated.

A phase modulation method based on dynamically manipulating the two-photon detuning was in-
vestigated in this work. The experimental demonstration shows that even with a near-square intensity
waveform of control light, 52.7% total efficiency can still be achieved by simply adjusting the phase dy-
namically. In comparison to the case without phase modulation, our phase modulation method increases
the efficiency by 13.3%. Furthermore, the phase modulation can be combined with the intensity modu-
lation to achieve 87.3% total efficiency, corresponding to a 4.0% absolute increase in efficiency over the
best efficiency achieved with only the intensity modulation. Even with near single photon-level input,
the total efficiency is maintained at 87.3% with unconditional fidelity reaching 99.0%. Even if the photon
number of the input state is up to 128.1 photons/pulse, the unconditional fidelity of our method can
outperform the nonclone limit. In comparison to the intensity method, which can only beat the nonclone
limit of 89.6 photons/pulse, there is nearly 42.9% improvement in the photon number.

2 Theoretical model

Considering a Raman quantum memory with phase modulation operated in a A-type atomic ensemble,
an input signal with single photon detuning Ay is mapped into (in storage process) and out (in retrieval
process) of the ensemble by a control field with time-varying detuning A, (¢) and effective Rabi frequency
Q(t). To simplify the discussion of temporal control in the memory process, the propagation effect is
neglected and only the evolution of the total signal field and spin wave in the ensemble is considered. In
this way, the memory process can be treated as an input-output response coupling system which gives
clear physics of the dynamic phase manipulation method. We integrate the equations in [19] along z
direction (see Appendix A) with the large detuning assumption Ag > v, [Q(t)|, where 7 is the decay rate
of the excited state |e). Then the evolution equation becomes

S = Hoglh 4 Wi, &)
where U = [A(t), B(t)]T is the operator inside the ensemble which consists of the integrated total signal
field A(t) and atomic spin wave B(t). The input-output operators Wiy.ous = [Ein(t) — Eout (), 0] consist
of the input signal Ein (t) at position z = 0, the output signal Fout (t) at z = L. The explicit expression of
FEout (t) is given in Appendix B. Even if Eout(t) depends on Ein(t), the influence of Eout(t) can be ignored
when optimizing the write process because in most cases Eout (t) < Ein(t). The effective Hamiltonian
which describes the coupling between atomic spin wave and signal field is

(0 R
Heff* (ﬁ*(t) S(t)) ) (2)

where & (t) = gv/NQ(t)/Ay is the transform coefficient with the atom-field coupling constant g, the atomic
number N, and the time-varying Rabi frequency of the control field Q(¢). The two-photon detuning
5 (t) = 0.(t) — [Qt)]* /A, consists of two parts, time-dependent frequency difference d.(t) = Aq(t) — A,
and the AC Stark shift term |Q(2)[* /A,.

Then the solution of (1) can be obtained as follows:

U = U'(t,0) /0 t U, 0) Wi oue (¢)dt, (3)
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Figure 1 (Color online) Theoretical scheme to optimize Raman quantum memory with phase modulation (PM), intensity modu-
lation (IM), and hybrid modulation (HM). The memory process is determined by transform coefficient x and two-photon detuning
6 through the propagator U(t,0). The IM method controls k through a time-varying Rabi frequency €(¢) but induces an AC Stark
shift on §. While the PM method only controls delta and the HM method controls both ¢ and k.

where U (t,0) = exp ( fo t')dt’) is a propagator, which describes the response of the memory sys-
tem. As shown in Figure 1, the propagator U (t,0) converts the input signal into the output signal and
determines the evolution of the signal field and atomic spin wave inside the ensemble. The propagator is
rearranged and divided into two parts to optimize the memory process,

U(t,0) = l(cosqb—icos@sinqb 0 )

0 cos ¢ + icosfsin ¢
0 sinf .8
—i sing| €'z, 4
(sin 0* 0 ) 1 )
where ¢ = 52+4|n /2 cos = 6/4/6% + 4k, fo (t")dt', and k(t) = [5 &(t))dt’.
As we can see in (4), the matrix with diagonal elements represents the mdependent evolution of the

signal field and atomlc spm wave, while the matrix with anti-diagonal elements describes the conversion
between them. The anti-diagonal elements should be well adjusted to achieve a perfect quantum memory
process, especially a perfect write process [21,27]. At the beginning of the memory process, the anti-
diagonal elements sin ¢ and sin 6 should be as large as possible to obtain a strong conversion between the
signal light and atomic spin wave. Then the elements should be adiabatically tuned to zero to keep the
lights stored in the spin wave. Such control can be achieved by a time-varying two-photon detuning § or
coupling coeflicient x according to (4) since both sin ¢ and sin @ are dependent on them. This is the basis
of both phase and intensity modulation methods. For example, the traditional intensity modulation
method (shown in Figure 1) controls () through a time-varying Rabi frequency Q(¢). However, the
inevitable AC Stark shift causes a non-zero two-photon detuning §(¢), making sinf < 1, which weakens
the coupling between light and atoms.

We dynamically modulate the phase of the control field d.. to realize a time-varying two-photon detuning
0 in our phase modulation method, as shown in Figure 1. To keep the light interacting with the atomic
spin wave, a non-zero £ is maintained in our method. Then a strong coupling can be achieved by a
small two-photon detuning, 0 < |x|. The detuning should satisfy § > || or ¢ ~ 7 to shut down the
coupling, which makes sinf ~ 0 or sin¢ = 0, respectively. Therefore, the optimization of efficiency
can be achieved by temporally adjusting the two-photon detuning from § < |k| to § > |k|. However,
the optimal condition of the temporal phase waveform is quite complicated due to the highly nonlinear
relations in (4). Benefiting from the development of optimal control, we can automatically search the
optimal condition of phase waveform online by algorithms as in the intensity modulation method [28].

Interesting thing is, the propagator in (4) depends on not only § but also x, which means that the
intensity modulation method and our phase modulation method can be combined. Such a hybrid mod-
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Figure 2 (Color online) Theoretical waveforms of the incoming signal Fin (black dash-dotted line), leakage signal with intensity
modulation (blue dotted line), and dynamic phase modulation EIIZIZ{( (red solid line). Correspondingly, the readout signals are
shown in the right panel.

ulation method can effectively improve the degree of freedom of the optimization and make it easier to
achieve a high-performance quantum memory process. A perfect intensity waveform matching by only
applying the intensity modulation method is not so easy to realize in experiments, especially when stor-
ing fast or high-order temporal mode signals. For example, an imperfect intensity waveform (such as
Gaussian pulse [28]) is applied to store a signal (the black dash-dotted line in Figure 2). The simulation
only shows 68.2% memory efficiency (the blue dotted line in Figure 2). With hybrid modulation, a time-
varying phase is applied to such an imperfect intensity waveform which can further improve the memory
efficiency. Combining with a dynamical phase, the final efficiency increases to 95.1% (the red solid line
in Figure 2). Therefore, our phase modulation method is an effective way to achieve high efficiency.

3 Experimental setup

A Raman memory apparatus is set up to experimentally demonstrate the phase modulation method.
The atomic energy level scheme and experimental setup are shown in Figure 3. A 7.5 cm-long cell
with the diameter of 2.5 c¢m filled with 8"Rb atoms is heated to 75°C. The cell is coated with paraffin to
mitigate decoherence induced by collisions between cell walls and rubidium atoms. A four-layer permalloy
magnetic shield surrounds the cell to reduce spin decoherence caused by remnant magnetic fields. The
atoms are initially prepared in the upper hyperfine level of the ground state of 8" Rb, |g) = 1551 /2, F' = 2),
by a 45-us-long optical pumping pulse at the wavelength of 780 nm. Then an incoming signal pulse Fin
at the wavelength of 795 nm is mapped into atomic spin wave B by the strong write pulse W, where Ey
is horizontally polarized and blue-detuned by 2.5 GHz from the transition |g) — |e) = |5P;3) while the
write pulse W is vertically polarized and blue-detuned by 2.5 GHz from the transition |[m) = |55 9, F' =
1) — |e). These two beams come from two semiconductor lasers (Toptica, DLPros) and are phase
locked [29] with a frequency difference of 6.834 GHz, the energy level splitting between |g) and |m).

Phase modulation on write beam W should be conducted to optimize the efficiency. The write beam
passes through a fiber electro-optic modulator (EOM) with a low damage threshold to experience the
phase modulation (PM) process before being amplified by the tapered amplifier (TA, Boosta). The
EOM is controlled by an arbitrary waveform generator (AWG) whose voltage varies from —1 to 1 V,
corresponding to the phase from —7/4 to 7t/4. The temporal intensity waveforms of both beams are
independently controlled by acousto-optic modulators (AOMs) with rising edge time of 22 and 30 ns,
respectively. After those AOMs, the write pulse and incoming signal pulse are spatially overlapped by
a Glan polarizer before the atomic cell. The beam diameters in the cell are 600 and 350 pm for the
write pulse and the incoming signal, respectively. Correspondingly, the atoms involved in the memory
process are approximate 2.5 x 1010, After the cell, the leaking signal pulse can be separated from the
strong write pulse by another Glan polarizer with an extinction ratio of 40 dB. The separated signal
pulse is frequency filtered by an etalon whose transmission frequency is the same as the signal field before
intensity detection. The transmission of the etalon is 80% and the finesse is about 400.

After the write process, a read pulse R at the wavelength of 795 nm with a duration of 300 ns, coming



Ming S, et al. Sci China Inf Sci  August 2023 Vol. 66 180505:5

M1

SMF

Figure 3 (Color online) Experimental setup and energy levels for Raman memory. |g, m): hyperfine levels |55} /5, F' = 2, 1), [e):
excited state |5P;,5). W: write field, R: read field, Eiy: input signal, Eoyu: readout signal, A. (t): single photon detuning of
write field, A,: single photon detuning of read field. OP: optical pumping, EOM: electro-optic modulator, AOM: acousto-optic
modulator, TA: tapered amplifier, SMF: single mode fiber, PZT: piezo transducer, FM: folding mirror, M1-M3: mirrors, D1-D3:
detectors.

from the same laser as the write pulse but without phase modulation, is sent into the atomic ensemble to
read the spin wave B into the output signal light. The readout signal is separated from the read pulse by
Glan polarizer and etalon after the cell and detected with intensity detector D1. To evaluate the fidelity
at the single photon level, the homodyne detection with optical tomography is used to obtain the density
matrix of input and readout signals.

4 Results

4.1 Phase modulation method

As shown in Figure 4(a), a Gaussian-shaped signal pulse with full width at half maximum (FWHM) of
26 ns (the black dash-dotted line) is coherently mapped into the atomic spin wave with a nearly square-
shaped write pulse shown as the dashed purple line. As discussed in the theoretical model, a temporal
phase waveform is applied to the write field through the EOM to realize the optimization of the memory
process. We use an iteration optimization procedure based on differential evolution algorithm [30] with
global search ability and rapid convergence to optimize the phase waveform of the write field. The
algorithm takes the total efficiency as the criteria of phase waveform which is defined by

n=~Ng,./Ng, (5)

where N Boue and Np ~are the photon numbers of the readout signal in the read process and the incoming
signal in the write process, respectively. The phase waveform in our experiment consists of a set of
voltages applied to the EOM. The set of voltages is equally spaced in time during the storage process,
output from AWG to the EOM.

The algorithm starts with a set of initial phase waveforms with randomly generated voltages, which
we call individuals. In our experiment, 10 individuals are used to balance the convergence rate and
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Figure 4 (Color online) (a) Waveforms of the incoming signal Ein (black dash-dotted line), leakage signal with phase modulation

EPM (red solid line) and without phase modulation Ef2,.PM (blue dotted line), near-square write pulse W™ (purple dashed line)

with 32 ns falling edge limited by the AOM and the optimal phase waveform WPh& (yellow dashed line). Correspondingly, the

readout signal with phase modulation EXM (red solid line) and without phase modulation E;’SEPM (blue dotted line) by the read

) out
pulse R™ (purple dashed line). (b) Total efficiency with phase method n™™ (red squares) and without phase modulation n™° FM

(blue circles) against the power of control pulse with the corresponding theoretical simulations (red solid line and blue dashed line).
The yellow dotted line is the maximum difference of the effective two-photon detuning dmax during the storage process.

accuracy of the algorithm. Each individual can correspondingly obtain an efficiency. These individuals
experience mutation and crossover operations [31] to generate a new set of individuals with corresponding
efficiencies. Then the algorithm compares the efficiencies of the two sets of individuals and keeps those
individuals with higher efficiencies. Repeat these steps iteratively until no higher efficiency appears, i.e.,
the algorithm converges, which gives us an optimal phase waveform and the corresponding best efficiency.
The whole procedure usually takes 3-4 min which corresponds to 10-15 iterations in our experiments.

The optimal phase waveform is obtained as the yellow dashed line shown in Figure 4(a) after applying
the algorithm-assisted optimization. The corresponding readout signal after the cell (the red solid line in
Figure 4(a)) indicates optimized total efficiency n = 52.7%. As a comparison, the leakage and readout
signal without phase modulation (the blue dotted line in Figure 4(a)) are also measured. The corre-
sponding total efficiency is only 39.4%, representing that the phase modulation results in an increase in
efficiency of 13.3%.

We plot the relation between 1 and the power of write light for square-shaped control in Figure 4(b)
to further investigate the performance of the phase modulation method. 7 with and without phase
modulation are nearly the same and increase rapidly before the power reaches 150 mW, which means
our phase modulation method brings no significant improvement in the region of low control power. In
this region, the control pulse of low power and poor intensity waveform matching lead to weak coupling
between the signal and atomic spin wave. To further improve the efficiency, the phase modulation method
should adjust d to ensure both strong coupling and elimination of the intensity waveform mismatch effect.
However, a small 6 modulated by the phase modulation ensures a strong coupling but cannot eliminate
the effect of intensity waveform mismatch. While a large 0 can eliminate the effect of intensity waveform
mismatch but it also weakens the atom-light coupling. The tradeoff between these two effects leads to
the fact that phase modulation yields no significant improvement in efficiency.

The situation changes when the power keeps increasing to the high power region (>150 mW). The
efficiency increases fast with power in the phase modulation case while the large power leads to a fast
drop in efficiency in the no phase modulation case. Moreover, the corresponding theoretical simulation
(the red solid line in the phase modulation case and the blue dashed line in no phase modulation case)
shows this difference gets bigger when the power is higher. Furthermore, the efficiency can reach 71.7%
at 300 mW with theoretical simulation in our phase modulation method. This is because the control
pulse of high power ensures a strong atom-light coupling when dynamical phase modulation eliminates
the effect of intensity waveform mismatch.

We define the maximum difference of the effective two-photon detuning d,,.x in optimization to further
prove the tradeoff effect. A small d,,,x means a small two-photon detuning while the large §,,.x means
a large two-photon detuning when optimizing the memory process. As shown by the yellow dotted line
in Figure 4(b), dmax keeps small in the low power region but increases fast with power. In the high
power region, dpmax is much larger than the one in the low power region. So tradeoff effect plays a more
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Figure 5 (Color online) (a) Waveforms of the incoming signal Ei, (black dash-dotted line), leakage signal with hybrid method

EAlhef])( (red solid line) and with intensity method E‘f;atk (blue dotted line), the optimal write pulse W;;t (purple dashed line), and

the optimal phase waveform W(f’;‘ta (yellow dashed line). Correspondingly, the readout signals with hybrid method E™P (red solid

out

line) and intensity modulation E* (blue dotted line) by the read pulse R™* (purple dashed line) are shown in the right panel.

out
(b) Total memory efficiency n with hybrid method (red squares) and intensity method (blue circles) against the power of write

light. The yellow dotted line is the maximum difference of the effective two-photon detuning dmax during the storage process.

important role in the low-power region than in the high-power region.
4.2 Hybrid modulation method

Although the phase modulation method is effective, its efficiency could be further improved. The hybrid
modulation method, which combines the phase and intensity modulation methods, is one possible way,
as analyzed in our theoretical model. Generally, the combination is achieved by simultaneously applying
an intensity modulation and phase modulation on the write light. We perform the two optimizations
sequentially to avoid the experimental complexities of hybrid modulation. First, the intensity of the
write pulse is optimized using a Gaussian optimization method proposed by Shinbrough et al. [28], which
is an approximate solution for most of the optimal memory operations. Then, the phase of the write field
is dynamically controlled to correct the imperfect intensity waveform matching.

When optimizing the intensity waveform, we use the same iteration optimization procedure described
in Subsection 4.1 with some minor adjustments. The procedure begins with the same algorithm but
with different individuals, which are a set of Gaussian write pulses with a randomly initialized temporal
delay A7 of the write pulse, relative to the signal field and its duration 7y Using efficiency as
the criterion, the algorithm iterates until it converges, which results in an optimal Gaussian intensity
waveform and the corresponding efficiency. The phase modulation optimization procedure starts with
the optimal Gaussian intensity waveform after the intensity waveform optimization is completed. Then,
the optimal Gaussian intensity and corresponding phase waveforms with optimized efficiency are obtained
using this hybrid method. Here, we only optimized the intensity and phase once since subsequent intensity
and phase optimization yielded little improvement.

As shown in Figure 5(a), the same Gaussian-shaped signal pulse (black dashed-dotted line) as in the
pure phase modulation case is used in the hybrid method. After optimization, the optimal waveforms of
intensity and phase modulation are obtained and plotted in Figure 5(a). With only intensity modulation,
the optimal intensity waveform (purple dashed line in Figure 5(a)) is a Gaussian pulse with its falling edge
covering the entire signal pulse, which is consistent with [28]. However, the corresponding efficiency is only
59.8%. Then, additional phase modulation is applied, which generates an optimal phase waveform (yellow
dashed line). The optimized readout signal (red solid line in Figure 5(a)) in the hybrid method has been
greatly improved compared to the only intensity modulation case (blue dotted line in Figure 5(a)). The
final efficiency is 87.3%, demonstrating that the hybrid method can further improve memory efficiency.

Similarly, the relationship between the power of the write light and the efficiency 7, of the pure intensity
and hybrid modulation methods is shown in Figure 5(b). As the power of the write light increases, n
increases rapidly to 60.8% at 200 mW with only the intensity modulation. Then, increasing the power
causes a small decrease in 7, which is very similar to the near-square write pulse case in Subsection 4.1.
While in the hybrid modulation case, efficiency saturates at the point of 150 mW and remains at 87.3%
as the power increases. Moreover, the additional phase modulation in the hybrid case can always achieve
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higher efficiency than the pure intensity modulation case. In comparison to the pure intensity modulation
and the pure phase modulation cases, the hybrid method achieves the best efficiency using the lowest
power of write light.

Notably, the phase modulation can significantly improve the efficiency when the intensity waveform is
well adjusted, regardless of how powerful the write light is. This is in contrast to the near-square write
pulse case in Subsection 4.1, where significant improvement appears only in the high-power region. This
is because the hybrid method achieves better intensity waveform matching than the near-square control
pulse case. The better the intensity of waveform matching, the smaller the § required to eliminate the
effect of imperfect waveform mismatch. Thus, we can ignore the influence of the tradeoff effect when
performing phase optimization with the hybrid method, as evidenced by the not-so-large dmax, as shown
by the yellow dotted line in Figure 5(b). This is one of the reasons why the hybrid method is so efficient.

Another reason for the high efficiency is the suppression of the large dynamic AC Stark shift induced
by the write field. To show the effect of the AC Stark shift term, we scan the two-photon detuning
spectrum by manually changing the locking frequency between the signal and write light, which adds
stationary two-photon detuning dy by d. = §p + A. — A,. Here, we set the null point of stationary
two-photon detuning &g as the locking frequency, equal to 6.834 GHz. The solid red line in Figure 6
shows that the maximum efficiency 7 reaches 87.3% with our hybrid method, appearing at the null point
of stationary two-photon detuning do = 0. The FWHM of the two-photon spectrum of n with the hybrid
method is 29 MHz. In comparison, the FWHM of the two-photon spectrum of 7 of the pure intensity
modulation case is only 25 MHz, which is smaller than that of our hybrid method. In our experiment,
the total efficiency of the pure intensity modulation case can only reach 59.8% when §y = 0. Therefore,
our dynamic phase modulation eliminates the dynamic AC Stark shift, which can help improve efficiency.

Traditionally, a rough way to compensate for the AC Stark shift is by locking the stationary two-
photon detuning at specific frequencies [5]. As the blue line in Figure 6 shows, by scanning the stationary
double photon detuning after the phase modulation, the maximum efficiency can reach 83.3% when
0o = —9 MHz, but this is still 4.0% lower than our hybrid method. However, the AC Stark shift in our
experiment temporally varies with the power of the write pulse between 16 and 0 MHz which can hardly
be compensated for by such stationary two-photon detuning. A stationary two-photon detuning can only
ensure that part of the signal pulse is two-photon resonant with the control light while the left part is
abandoned. The choice of —9 MHz in our experiment is a compromise for storing most of the signal.
Therefore, the best way for high-performance memory is to compensate for the AC Stark shift with a
dynamical phase, rather than roughly locking to a stationary detuning.

4.3 Unconditional fidelity

Even storing input signal at the single-photon level, the memory efficiency with the hybrid method can still
maintain 87.3% while the traditional intensity method [5] only remains at 83.3%. The improvement in effi-
ciency causes the increase in another criterion, the unconditional fidelity [5,6] F = |Tr(1/\/PinPout/Pin) |,
since the unconditional fidelity is highly sensitive to efficiency. As shown in Figure 7, the fidelity in the
hybrid method is 99.0% with an input signal of averaged photon number at 0.4 photon/pulse. Moreover,
when the input photons increase, the fidelity of the traditional method [5] drops faster than that of our
hybrid method.

As we can see, the fitting shows that the fidelity in traditional one drops below the nonclone limit
at averaged photon number of 89.6 photons/pulse. But the hybrid method achieves 59.0% fidelity,
outperforms the non-clone limit, and is 8.7% larger than that of the traditional method at the same
photon level. Moreover, the fidelity of the hybrid method still outperforms the non-clone limit with an
averaged photon number of 128.1 photons/pulse. The maximum photon number of the input state is
42.9% larger than that in the traditional case.

5 Conclusion and discussion

In summary, the phase modulation method has been proven to be useful in optimizing the efficiency of
Raman memory. A 13.3% improvement in efficiency was achieved with only phase modulation but poor
intensity waveform matching. The hybrid method, which combines intensity and phase modulation, has
a total efficiency of up to 87.3%. In comparison to the reported one [5], the hybrid method improves
memory efficiency by 5%. Such achievement is because of the elimination of poor intensity waveform
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Figure 6 (Color online) Total memory efficiency n as functions of the two-photon detuning. Red squares are for the hybrid
method and blue circles are for only the intensity modulation method with the corresponding theoretical simulations (red solid line
and the blue dashed line).
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Figure 7 (Color online) The unconditional fidelity as a function of the averaged photon number of the input signal. The red
squares are for the hybrid method and blue circles are for only the intensity modulation method with the corresponding fittings
(the red solid line and the blue dashed line). The inset is the details in a low photon level.

matching and the suppression of the large dynamic AC Stark shift. Furthermore, a single photon-level
experiment shows that the unconditional fidelity is 99.0% with 87.3% memory efficiency. Moreover,
unconditional fidelity can outperform the nonclone limit even when the photon number of the input state
reaches 128 photons/pulse.

In quantum information processing applications, our method has the advantages of low experimental
requirements, an additional degree of freedom, and high performance. The experimental results also
show that our system can work well in potential applications involving high speed and high photon
number state manipulation. Further improving the performance of Raman memory can still be achieved
by improving the atomic density and suppressing the noise, particularly the four-wave mixing (FWM)
noise. Benefiting from the energy level and polarization-independent phase modulation method, the
FWDM noise can be suppressed by combining the hybrid method with noise suppression methods, such as
channel blocking [32], cavity [33], and linear absorption [34, 35].
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Appendix A

According to [19], the equations for the Raman memory with dynamic two-photon detuning are

o 9\ . X
— 4+ — ) E(z,t) =igV/NP Al
(Caerat) (2,1) = igVNP, (A1)
%P(z,t) = —(y+iA)P +igVNE +i08, (A2)
%S’(z,t) =i(A. — A)S +iQ* P, (A3)

where E (z,t), P(z,t), S (z,t) are the slowly varying envelope operators of the signal field, atomic polarization 0ge, and atomic
spin wave agmei(AcfAS)t, respectively, the atomic operators o;; = [4) (j| (4,5 = g, e, m). Here we introduce the polarization decay
rate 7, but neglect the Langevin force operators under reasonable experimental conditions [19]. With large detuning A > v, Q, we
can neglect the small decay rate v and do the adiabatic approximation of the polarization equation as %15 (z,t) = 0 which gives

7] o\ - N
(ca + a) E (z,t) = ik(t)S, (A4)

9 4 A w s
ES (z,t) = =16 (t) S+ iR (t)E. (Ab)
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Here we neglect the dispersion part g2NEA/AS‘ By integrating on z direction we can neglect the propagation effect. Let

L R L, N
/ E(z,t)dz= A(t), / S (z,t)dz = B (t), (A6)
0 0
where
Lo . . .
— F (z,t)dz = Eout (t) — Ein (t) . (A7)
0 Oz

Absorbing a factor v/ into the definition of E (t) and #(t), the equations become

%A (t) = iR() B + Bin(t) — Bous (1), (A8)
%B (t) = —ib (t) B +ir"(t)A. (A9)

Appendix B

In the memory process, the output signal Eqy¢ at the end of the cell depends on the input signal, intensity, and phase waveform of
the control field. The expression of the output signal can be solved from (A4) and (A5) with the Laplace transform method [27]%)
as

7 N T oA « Ji[2+/zp(T, T/

Eout(t) = Ein(t) — VLr(L, t) / Bun(r) " () D, 2y TRV TO) (B1)

0 Vp(7,7)

where D(7,7") = exp[—i [, s(r"ydr", p(r, ') = o [R(T")2dr", 7 =t — z/c, 7 =t —2'Je, 7" = t"" — 2" /¢ are the co-
moving coordinates. As we can see, the expression of FEous is a nonlinear one. But in the optimal situation, the memory process

transforms almost all the signal into a spin wave which makes the output signal small. So in the discussion of optimization, we can
approximately set Eoyt — 0 which makes our discussion easy and reasonable.

1) Raymer M G, Mostowski J. Stimulated Raman scattering: unified treatment of spontaneous initiation and spatial propagation.
Phys Rev A, 1981, 24: 1980-1993.
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