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Abstract This study addresses the fixed-time-synchronized control problem of perturbed multi-input multi-

output (MIMO) systems. In the task of fixed-time-synchronized control, different dimensions of the output

signal in MIMO systems are required to reach the desired value simultaneously within a fixed time interval.

The MIMO system is categorized into two cases: the input-dimension-dominant and the state-dimension-

dominant cases. The classification is defined according to the dimension of system signals and, more impor-

tantly, the capability of converging at the same time. For each kind of MIMO system, sufficient Lyapunov

conditions for fixed-time-synchronized convergence are explored, and the corresponding robust sliding mode

controllers are designed. Moreover, perturbations are compensated using the super-twisting technique. The

brake control of the vertical takeoff and landing aircraft is considered to verify the proposed method for the

input-dimension-dominant case, which shows the essential advantages of decreasing the energy consumption

and the output trajectory length. Furthermore, comparative numerical simulations are performed to show

the semi-time-synchronized property for the state-dimension-dominant case.
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1 Introduction

In practical applications, the temporal constraint is one of the most important requirements for a control
system. Among the temporal-constraint-related control methods, fixed-time control has attracted consid-
erable attention in recent years [1]. Extended from the well-known finite-time control which emphasizes
the finite-time convergence [2,3], fixed-time control further requires global finite-time stability. Moreover,
the bounded settling time in fixed-time control does not increase with the initial state [4]. The fixed-time
control method has been used in many real-world applications, such as fault-tolerant control of robot ma-
nipulators [5], attitude tracking control of spacecraft [6], consensus control of multiagent systems [7, 8],
and disturbance rejection control of wheeled mobile robots [9].

A Lyapunov condition is proposed in [10] as the basis for fixed-time stability. The terminal sliding
mode technique is commonly used to meet the specific converging requirement of fixed-time control [11].
In affine systems and single-input single-output (SISO) systems, the terminal sliding mode surface can be
designed to directly fit the Lyapunov condition and drive the system to fixed-time convergence [11, 12].
However, when we consider the fixed-time control of the multi-input multi-output (MIMO) system,
challenges arise because of the necessary cooperation among different state dimensions. An elegant fixed-
time controller should treat the MIMO system as a whole and drive all the state dimensions to the
origin. Correspondingly, the terminal sliding mode surface should be extended to multiple dimensions
and ensure the convergence of every dimension of the system output. Many explorations have been made
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to solve this problem, such as multivariable sliding mode control [13], sliding mode surface defined on
the error vector [14], multidimensional sliding surface where each dimension works for different state
components [15], and sign function that couples every state dimension [16].

In addition to the fixed-time control whose settling time depends on the slowest dimension of the output
signal in MIMO systems, other temporal constraints may also be important. In some applications, time
synchronization is required for the convergence of each output dimension. For example, all of the fingertips
of a robotic hand should reach their desired angles at the same time when it tries to grasp a slippery
object [17]. Time-synchronized convergence is expected in many cooperation tasks such as rendezvous
of fixed-wing vehicles [18,19], cooperative transportation by multiple vehicles [20], and saturation attack
of multiple missiles [21]. In the authors’ previous studies [22, 23], time-synchronized stability is defined
and explored for relatively simple affine systems, whose output dimension matches its input dimension
perfectly with no perturbations.

Motivated by this, the study focuses on the fixed-time-synchronized control of the MIMO system, in
which each dimension of the output signal should converge simultaneously in a fixed time. Challenges
exist in three aspects. Although many fixed-time control methods have been proposed, the integration
of fixed-time control and time-synchronized convergence is under exploration for MIMO systems. The
input and output dimensions of the MIMO system may not match each other, and whether the control
input has enough capability to drive all output dimensions to achieve thorough fixed-time-synchronized
convergence remains an open problem. The perturbations in the system further increase the difficulty of
the controller design. The contributions of this study are outlined as follows.

First, the fixed-time-synchronized control problem is addressed. A series of Lyapunov conditions, which
assure both fixed-time stability and time-synchronized convergence, are proposed to solve this problem.
Fixed-time-synchronized controllers are designed based on the Lyapunov conditions, and the analysis of
both the stability of the closed-loop system and the property of time-synchronization is conducted. In
comparison with conventional fixed-time control methods [24,25], the proposed method has the essential
advantages of shorter output trajectory and lower energy consumption, all of which are particularly
critical in the application of energy-sensitive vehicles [26].

Second, the capability of achieving fixed-time-synchronized convergence for the MIMO system, which is
categorized into the input-dimension-dominant system (for thorough fixed-time-synchronized convergence
that every output element converges simultaneously) and the state-dimension-dominant system (for semi-
fixed-time-synchronized convergence that parts of output elements converge simultaneously), is explored.
Different Lyapunov theorems are presented for each kind of MIMO system, which may provide the basis
for time-synchronized control in more complicated cases.

Finally, perturbations in the system, which can be either matched disturbances or unmatched dis-
turbances, are considered. To deal with perturbations, a multivariable super-twisting compensator is
designed and embedded into the control system to ensure the achievement of fixed-time-synchronized
convergence under disturbances.

In the rest of the paper, we introduce some technical preliminaries (Section 2), present the main
results for input-dimension-dominant systems under matched and unmatched disturbances (Section 3),
and extend it to the state-dimension-dominant case (Section 4). Simulations and comparative studies
are conducted in Section 5, where the merit of the proposed approach is demonstrated. In Section 6,
pertinent conclusions are finally drawn.

2 Preliminaries

Consider the following MIMO system:

ẋ = Ax +Bu+ d(t, x, u), (1)

where x, u, d are the system state, input, and disturbance, respectively. Let n be the dimension of x and
m be the dimension of u. This paper focuses on the system with 1 6 m 6 n. The matrices A and B are
with proper dimensions, and all perturbations are generally described by d(t, x, u).

The first assumption we made is on system matrices.

Assumption 1. The system is controllable with matrices A and B. The matrix B has full rank and
can be re-organized as B = [BT

1 , B
T
2 ]

T, where B2 ∈ R
m×m and det (B2) 6= 0.
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Inspired by the transformation method in [27–29], the general system (1) is transformed with

Tx =

[

x1

x2

]

, T =

[

In−m −B1B
−1
2

0 B−1
2

]

, (2)

and rewritten in a regular form,

ẋ1 = A11x1 +A12x2 + d1(t, x),

ẋ2 = A21x1 +A22x2 + u+ d2(t, x, u),

y = x1, (3)

where x = [xT
1 , x

T
2 ]

T is re-organized in accordance with matrix B, x1 ∈ R
n−m and x2 ∈ R

m are system
states, y ∈ R

n−m is the output, d1(t, x) ∈ R
n−m can be regarded as the unmatched disturbance and

d2(t, x, u) ∈ R
m the matched disturbance, respectively. Hereinafter, we use d1 and d2 for short. The

matrices A11, A12, A21, and A22 are with proper dimensions.
The general system in (3) is defined as two categories.

Definition 1. The system (3) is called input-dimension-dominant if the input dimension (m) is not less
than the output dimension (n−m), namely m > n

2 , and called state-dimension-dominant otherwise.

Remark 1. When the output and input dimensions match each other and the system matrix has full
rank in MIMO systems, it can be treated similarly to the affine system. However, practical systems can
be less ideal. Over-actuation results in multiple solutions whereas under-actuation indicates the output
components cannot be forced to converge at the same time. We categorize the MIMO system into the
input-dimension-dominant case where the input has enough capability of driving the output to converge
simultaneously, and the output-dimension-dominant case where the input is not capable of such an object.

Some definitions and lemmas are introduced on fixed-time control and time-synchronized stability.

Lemma 1 ([10]). A system with state x is fixed-time stable if there exists a function V (x) such that
V̇ (x) 6 −(pV α(x) + gV β(x))k for positive p, g, α, β, k : kα < 1, kβ > 1, and the settling time of the
system can be written as T (x0) 6 (1/pk(1− kα)) + (1/gk(kβ − 1)).

Definition 2 ( [23]). System (1) is fixed-time-synchronized stable if (1) it is fixed-time stable, i.e.,
the bounded settling time T (x0) < Tm < ∞, (2) the state elements converges time-synchronously, i.e.,
xi(t) 6= 0 and limt→T (x0) xi (t) = 0 for ∀t 6 T (x0), and xi(t) = 0 for ∀t > T (x0), where Tm > 0 is a
constant.

Lemma 2 ( [23]). The closed-loop state x of the system f(x) = ẋ is ratio persistent if x/‖x‖ =
ζf (x)/‖f (x)‖ for x 6= 0 and ζ ∈ {1,−1}.

Lemma 3 ([23]). The system state x is fixed-time-synchronized stable if it is fixed-time stable and the
state x is ratio persistent.

A classical sign function in the existing literature is often defined as

signc (xi)
∆
=















+1, xi > 0,

0, xi = 0,

−1, xi < 0,

(4)

with the following vector and exponential forms:

signc (x) = [signc (x1) , . . . , signc (xn)]
T, (5)

sigαc (x) = [signc (x1) |x1|
α, . . . , signc (xn) |xn|

α]
T
, (6)

where x = [x1, x2, . . . , xn]
T ∈ R

n is a state vector. In contrast, the norm-normalized sign function is

signn (x)
∆
=

{

x
‖x‖ , x 6= 0,

0, x = 0,
(7)

sigαn (x)
∆
= ‖x‖

α
signn (x) . (8)
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Remark 2. The norm-normalized sign function in (8) normalizes an input vector with its norm and
works as a direction vector. Both Eq. (7) and the classical sign function in (5) share the property of
directionality; therefore it is called a norm-normalized sign function. Similar functions include the scaled
unit vector [30], and the vector-valued function [31].

3 Fixed-time-synchronized control for input-dimension-dominant systems

The matrix A12 of the MIMO system (3), in the input-dimension-dominant case, has the dimension of
(n−m)×m where m > n

2 . The following assumption is made on A21 for proper controller design.

Assumption 2. The right inverse of matrix A12 ∈ R
(n−m)×m exists.

Before dealing with MIMO systems, we present the following lemma.

Lemma 4. Consider the following sliding mode surface s:

s = ẋ+ p sigαn (x) + g sigβn(x), (9)

where p, g, α, β are positive parameters with 0 < α < 1 and β > 1. The system state x is ratio persistent
and converges time-synchronously within a fixed time interval if s = 0, and the synchronized settling
time can be formulated as

T 6 2
1−α
2 /(p(1− α)) + 2

1−β

2 /(g(β − 1)). (10)

Proof. When s = 0, Eq. (9) becomes

ẋ = −p sigαn (x)− g sigβn(x), (11)

which leads to

ẋ

‖ẋ‖
=

−p sigαn (x) − g sigβn(x)

‖p sigαn (x) + g sigβn(x)‖
= −

(p‖x‖α + g‖x‖β)signn(x)

‖(p‖x‖α + g‖x‖β) signn(x)‖
= −

signn(x)

‖signn(x)‖
= −

x

‖x‖
; (12)

thus x is ratio persistent as defined in Lemma 2.
Consider V = 1

2x
Tx with the derivative

V̇ = −pxTsigαn (x)− gxTsigβn(x) = −p‖x‖α+1 − g‖x‖β+1 = −2
1+α
2 pV

1+α
2 − 2

1+β

2 gV
1+β

2 . (13)

According to Lemma 1, the settling time has the formulation of (10).
With the above lemma, we can deal with the fixed-time-synchronized control of MIMO systems. The

following assumption is made on the perturbation.

Assumption 3. The disturbances and their derivatives in system (3) satisfy the following equations:

‖d1‖ 6 η1 ‖x‖ + h1, ‖d2‖ 6 η2 ‖u‖+ h2, ‖ḋ1‖ 6 κ1 ‖x‖ + ϑ1, ‖ḋ2‖ 6 κ2 ‖u‖+ ϑ2, (14)

where η1, η2, κ1, κ2, and ϑ1 are known positive constants, 0 < h1 < 1, h2 and ϑ2 are known positive
functions.

Remark 3. Assumption 3 is commonly used in [14, 32], which makes the controller design easier for
uncertain disturbed systems. In Assumption 3, d2 meets the so-called matching condition [33]. It is called
the matched disturbance because it appears in the control channel and can be compensated directly by
the control input. Correspondingly, d1 is called the unmatched disturbance and appears outside the
control channel. It cannot be eliminated directly by the control input, therefore it is more challenging
than the matched disturbance. In this study, we consider both kinds of disturbances.

The fixed-time-synchronized controller is designed using the back-stepping architecture, where x2 is
regarded as the control input of x1 that forces every element of x1 to converge simultaneously.

A terminal sliding mode surface is designed for x1,

s1 = ẋ1 + p1sig
α1

n (x1) + g1sig
β1

n (x1), (15)

where p1, g1, α1, β1 are positive parameters with 0 < α1 < 1 and β1 > 1.
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The sliding mode surface has the same structure as in (9). According to Lemma 4, x1 converges
time-synchronously within

T1 6 2
1−α1

2 /(p1(1− α1)) + 2
1−β1

2 (g1(β1 − 1)), (16)

if s1 remains zero.
In order to drive s1 to zero, a virtual control input φ is designed as follows:

φ = φ1 + φ2, (17)

φ1=−A†
12

(

A11x1 + p1sig
α1

n (x1) + g1sig
β1

n (x1)
)

, (18)

φ̇2=−A†
12

(

Υ1signn(s1) + p2sig
α2

n (s1) + g2sig
β2

n (s1)
)

, (19)

Υ1 = κ1‖x‖+ ϑ1, (20)

where p2, g2, α2, β2 are positive parameters with 0 < α2 < 1 and β2 > 1. A†
12 is the right inverse of A12.

Let the deviation between φ and x2 be z, namely z = x2 − φ. In what follows, we will show that if
ż = z = 0, s1 converges in a fixed time interval.

In (17), the formulation of φ consists of two parts. The first item φ1 is designed to shape ẋ1 and to
force s1 to its equilibrium. The derivative of the second item φ2 is designed to eliminate the varying
disturbances and to shape the changing rate of an s1-based Lyapunov function.

Lemma 5. When z = ż = 0, the system (3) converges to the sliding surface s1 = 0.
Proof. When z = ż = 0, the system state x2 has the same value as the virtual control signal φ, namely
x2 = φ, which leads to ẋ1 = A11x1 +A12φ+ d1. Substituting ẋ1 into the sliding mode surface s1 in (15)
yields

s1 = A11x1 +A12φ+ d1 + p1sig
α1

n (x1) + g1sig
β1

n (x1). (21)

Substituting (17) into the above equation yields s1 = A12φ2 + d1.
Considering a Lyapunov candidate V1 = 1

2s
T
1 s1, it has the following derivative:

V̇1 = sT1 (A12φ̇2 + ḋ1) = sT1 ḋ1 − sT1
(

Υ1signn(s1) + p2sig
α2

n (s1) + g2sig
β2

n (s1)
)

.

According to the definition of sigαn (·) and our assumption of the changing rate of the disturbance d1,

V̇1 6−Υ1(x)‖s1‖ − p2‖s1‖
α2+1 − g2‖s1‖

β2+1 + ‖s1‖(κ1 ‖x‖ + ϑ1)

6− p2‖s1‖
α2+1 − g2‖s1‖

β2+1 = −2
1+α2

2 p2V
1+α2

2

1 − 2
1+β2

2 g2V
1+β2

2

1 . (22)

According to Lemma 1, the output signal x1 converges to the sliding mode surface s1 = 0 within the
following fixed settling time:

T2 6 2
1−α2

2 /(p2(1− α2)) + 2
1−β2

2 /(g2(β2 − 1)), (23)

which completes the proof.

Next, the deviation between x2 and its desired value φ will be controlled to zero. The time-synchronized
terminal sliding mode surface s2 is defined on z,

s2 = ż + p3sig
α3

n (z) + g3sig
β3

n (z), (24)

where p3, g3, α3, β3 are positive parameters with 0 < α3 < 1 and β3 > 1.
The sliding mode surface has exactly the same structure as in (9) and (15). According to Lemma 4, if

s2 remains zero, z converges time-synchronously within

T3 6 2
1−α3

2 /(p3(1− α3)) + 2
1−β3

2 (g3(β3 − 1)). (25)

In order to drive the sliding mode surface s2 to zero and make z converge time-synchronously, the
control input u is designed based on s2,

u =u1 + u2, (26)
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u1 =−
(

A21x1 +A22x2 + p3sig
α3

n (z) + g3sig
β3

n (z)
)

−A†
12

(

Υ1signn(s1) + p2sig
α2

n (s1) + g2sig
β2

n (s1)
)

−A†
12 (A11 + ϕ(x1)) (A11x1 +A12x2) , (27)

u̇2 =−Υ2signn(s2)−
(

p4sig
α4

n (s2) + g4sig
β4

n (s2)
)

, (28)

Υ2 =κ2 ‖u1‖+ϑ2+‖A†
12 (A11+ϕ (x1))‖ (κ1 ‖x‖+ϑ1)+‖A†

12ϕ̇ (x1)‖ ‖η1 ‖x‖+ h1‖+κ2

∥

∥

∥

∥

∫ t

0

u̇2dt

∥

∥

∥

∥

, (29)

where p4, g4, α4, β4 are positive parameters with 0 < α4 < 1 and β4 > 1, and ϕ (x1) is a function defined
as

ϕ (x1) = p1(α1−1)‖x1‖
α1−3

x1x
T
1 + p1‖x1‖

α1−1
In−m + g1(β1−1)‖x1‖

β1−3
x1x

T
1 + g1‖x1‖

β1−1
In−m.

The controller (26) is quasi-continuous and should be understood in the Filippov sense [34].

Theorem 1. Considering the input-dimension-dominant case of the MIMO system (3), under Assump-
tions 1–3, using the control input (26) and the virtual control signal (17), the tracking error z and the
output y = x1 will reach the sliding mode surfaces s2 = 0 and s1 = 0 in fixed-time, then move along these
terminal sliding surfaces, and finally converge to their equilibrium time-synchronously within a fixed time
interval.

Proof. Firstly, let us show that the tracking error z reaches the sliding mode surface s2 = 0 in fixed
time. Substituting z = x2 − φ into (24), the sliding mode surface s2 becomes

s2 =ẋ2 − φ̇+ p3sig
α3

n (z) + g3sig
β3

n (z)

=A21x1 +A22x2 + u+ d2 + p3sig
α3

n (z) + g3sig
β3

n (z) +A†
12

(

Υ1signn(s1) + p2sig
α2

n (s1) + g2sig
β2

n (s1)
)

+
d

dt

(

A†
12

(

A11x1 + p1sig
α1

n (x1) + g1sig
β1

n (x1)
)

)

. (30)

In the above equation, the time derivative of sigαn (x) is used. From ‖x‖ = (xTx)
1
2 ,

d

dt
sigαn (x) =

d

dt

(

‖x‖α
x

‖x‖

)

=
d

dt
‖x‖α−1x =

(

‖x‖α−1 + (α− 1)‖x‖α−3xxT
)

ẋ. (31)

Then, Eq. (30) can be written as

s2 =A21x1 +A22x2 + u+ d2 + p3sig
α3

n (z) + g3sig
β3

n (z) +A†
12

(

Υ1signn(s1) + p2sig
α2

n (s1) + g2sig
β2

n (s1)
)

+A†
12 (A11 + ϕ(x1)) (A11x1 +A12x2) +A†

12 (A11 + ϕ(x1)) d1. (32)

Under the control input (26),

s2 = u2 + d2 +A†
12 (A11 + ϕ(x1)) d1. (33)

Correspondingly, the derivative of s2 is

ṡ2 = u̇2 + ḋ2 +A†
12 (A11 + ϕ(x1)) ḋ1 +A†

12ϕ̇(x1)d1. (34)

Considering a Lyapunov candidate V2 = 1
2s

T
2 s2, it has the following derivative:

V̇2=sT2

(

u̇2+ḋ2+A†
12(A11+ϕ(x1)) ḋ1+A†

12ϕ̇(x1)d1

)

. (35)

According to Assumption 3,

V̇2 6 ‖s2‖ (κ2‖u‖+ ϑ2) + ‖s2‖‖A
†
12ϕ̇(x1)‖ (η1‖x‖+ h1)

+ sT2 u̇2 + ‖s2‖‖A
†
12 (A11 + ϕ(x1)) ‖ (κ1 ‖x‖ + ϑ1) . (36)

Substituting (26) into the above equation and recalling the formulation of sign
α(x), we have

V̇2 6 −sT2
(

Υ2signn(s2) + p4sig
α4

n (s2) + g4sig
β4

n (s2)
)

+ ϑ2‖s2‖+ ‖s2‖‖A
†
12 (A11 + ϕ(x1)) ‖ (κ1 ‖x‖+ ϑ1)

+ κ2‖s2‖ (‖u1‖+ ‖u2‖) + ‖s2‖‖A
†
12ϕ̇(x1)‖ (η1‖x‖+ h1)
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6 −p4sig
α4

n (s2)− g4sig
β4

n (s2) = −p4‖s2‖
α4+1 − g4‖s2‖

β4+1

6 −2
α4+1

2 p4V
α4+1

2

2 − 2
α4+1

2 g4V
β4+1

2

2 , (37)

which is fixed-time stable according to Lemma 1, and the settling time for the convergence of s2 is

T4 6 2
1−α4

2 /(p4(1− α4)) + 2
1−β4

2 /(g4(β4 − 1)). (38)

After s2 converges to zero within T4, the tracking error z moves along the sliding mode surface s2 = 0
and converges to zero time-synchronously within T3. Then, z = ż = 0, the sliding mode surface s1
converges to zero within a fixed time interval T2 according to Lemma 5. As s1 = 0, the system output
s1 converges to zero time-synchronously within T1. The bound of the setting time for the whole process
can be formulated as

Tidd 6 T1 + T2 + T3 + T4, (39)

where T1, T2, T3 and T4 are specified in (16), (23), (25), and (38), respectively.

Remark 4. The bound of the setting time for the whole process is estimated as Tidd, which consists of
four parts as analyzed above. Although still larger than the true convergence time, it is less conservative
than the estimation in conventional methods [10, 32]. This is because on the terminal sliding mode
surfaces s1 = 0 and s2 = 0, the derivatives of the Lyapunov functions V1 and V2 are calculated as
accurate values and not relaxed. Correspondingly, the settling time calculated based on V̇1 and V̇2 is not
very over-estimated.

The singularity problem widely exists in sliding-mode-based controllers. Note that ϕ in the controller
(26) may result in the singularity problem at ‖x1‖ → 0 since α1 < 1.

In what follows, the controller (26) is re-designed to be singularity-free.
The terminal sliding-mode surface with respect to x1 is constructed in the following form:

s1 = ẋ1 + ss, (40)

where ss is formulated as

ss =

{

p1sig
α1
n (x1) + g1sig

β1
n (x1), if s

∗ = 0 or s∗ 6= 0, ‖x1‖ > ε,

l1x1 + l2sig
4
n(x1), if s∗ 6= 0, ‖x1‖ 6 ε,

(41)

where ε is a small constant, s∗ is the triggering variable s∗ = ẋ1 + p1sig
α1

n (x1) + g1sig
β1

n (x1) with p1 >
0, g1 > 0, 0.5 < α1 < 1, β1 > 1, and l1 and l2 are constants that take the following forms:

l1= α1

(

4

3
−
p1
3

)

‖ε‖
p1−1

+β1

(

4

3
−
g1
3

)

‖ε‖
g1−1

, l2= α1

(

p1
3
−
1

3

)

‖ε‖
p1−4

+β1

(

g1
3
−
1

3

)

‖ε‖
g1−4

. (42)

Note that ss is continuous at ‖x1‖ = ε.

Lemma 6. Using the sliding-mode surfaces (24) and (40), the virtual control signal (17), and the
controller (26) with a modified ϕ (x1) constructed as

ϕ (x1) =

{

(

l1 + 3‖x1‖x1x
T
1 + l2‖x1‖

3
)

(A11x1 +A12x2) , if s∗ = 0 or s∗ 6= 0, ‖x1‖ > ε,

p21α1sig
2α1−1
n (x1) + g21β1sig

2β1−1
n (x1) + p1g1 (α1 + β1) sig

α1+β1−1
n (x1), if s∗ 6= 0, ‖x1‖ 6 ε,

the singularity problem can be avoided.

Proof. The analysis is conducted in three cases.
(1) ‖x1‖ > ε, with which the singularity does not exist and the stability analysis in Theorem 1 works.
(2) ‖x1‖ 6 ε and s∗ 6= 0, with which the ϕ (x1) in u1 becomes (l1+3‖x1‖x1x

T
1 +l2‖x1‖

3)(A11x1+A12x2).
Also, no singularity exists apparently.

Since the sliding-mode surface s1 is designed differently, the time-synchronized property and stability
are discussed here. When s1 = 0,

ẋ1

‖ẋ1‖
= −

l1x1 + l2sig
4
n(x1)

‖l1x1 + l2sig4n(x1)‖
= −

(l1‖x1‖+ l2‖x1‖
4)signn(x1)

‖ (l1‖x1‖+ l2‖x1‖4) signn(x1)‖
= ±

x1

‖x1‖
, (43)
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which indicates that x1 is still ratio persistent and the time-synchronized property remains. Consider the
Lypuanov function V = xT

1 x1, whose time derivative is

V̇ = xT
1 ẋ1 = −2xT

1

(

l1x1 + l2sig
4
n(x1)

)

6 0; (44)

thus x1 converges time-synchronously when s1 = 0 in this case.
As the formulations of φ and s2 are not modified, it is easy to achieve that the system (3) converges

to s1 = 0 when z = ż = 0, namely x2 = φ, and z converges time-synchronously when s2 = 0.
Next, we will show that the control input u drives s2 to the equilibrium. Substituting z = x2 − φ into

(24), the sliding mode surface s2 becomes

s2 =ẋ2 − φ̇+ p3sig
α3

n (z) + g3sig
β3

n (z)

=A21x1 +A22x2 + u+ d2 + A†
12

(

Υ1signn(s1) + p2sig
α2

n (s1) + g2sig
β2

n (s1)
)

+ p3sig
α3

n (z) + g3sig
β3

n (z) +A†
12

(

A11 + l1 + 3‖x1‖x1x
T
1 + l2‖x1‖

3
)

(A11x1 +A12x2) . (45)

Under the control input (26), s2 = u2 + d2 + A†
12 (A11 + ϕ(x1)) d1, which is the same as (33). Following

the analysis of Theorem 1, the convergence of z and the system (3) can be proved.
Therefore, the system is time-synchronized stable without singularity in this case.
(3) ‖x1‖ 6 ε and s∗ = 0. In this case, s1, φ, and s2 are still the formulations of (15), (17), and

(24); thus the system is fixed-time-synchronized stable if the control input u can drive z to fixed-time
convergence.

Substituting z = x2 − φ into (24), the sliding mode surface s2 becomes

s2 =ẋ2 − φ̇+ p3sig
α3

n (z) + g3sig
β3

n (z)

=A21x1 +A22x2 + u+ d2 +A†
12

(

Υ1signn(s1) + p2sig
α2

n (s1) + g2sig
β2

n (s1)
)

+ p3sig
α3

n (z) + g3sig
β3

n (z) +
d

dt

(

A†
12

(

A11x1 + p1sig
α1

n (x1) + g1sig
β1

n (x1)
)

)

. (46)

Recall that in this case s∗ = ẋ1 + p1sig
α1

n (x1) + g1sig
β1

n (x1) = 0 and it follows that

d

dt

(

A†
12

(

p1sig
α1

n (x1) + g1sig
β1

n (x1)
)

)

= −A†
12

(

p1(α1−1)‖x1‖
α1−3

x1x
T
1 + p1‖x1‖

α1−1
In−m

)

(

p1sig
α1

n (x1) + g1sig
β1

n (x1)
)

−A†
12

(

g1(β1−1)‖x1‖
β1−3

x1x
T
1 + g1‖x1‖

β1−1
In−m

)

(

p1sig
α1

n (x1) + g1sig
β1

n (x1)
)

.

From x1x
T
1 sig

α1

n (x1) = sigα1+2
n (x1),

d

dt

(

A†
12

(

p1sig
α1

n (x1) + g1sig
β1

n (x1)
)

)

= p21α1sig
2α1−1
n (x1) + g21sig

2β1−1
n (x1) + p1g1 (α1 + β1) sig

α1+β1−1
n (x1). (47)

Invoking (46), (26), and (47), we have s2 = u2 + d2 + A†
12A11d1, which is similar to (33). Following

the analysis of Theorem 1, the convergence of z and the system (3) can be proved.
Moreover, the ε(x1) in this case is nonsingular at 0.5 < α1 < 1 and β1 > 1. Therefore, the system is

singularity-free.

4 Semi-fixed-time-synchronized control for state-dimension-dominant
MIMO systems

In this section, we consider the state-dimension-dominant case where the input dimension is smaller than
the output dimension, namely m < n

2 for system (3). In this case, the system matrix A12 in (3) does not
have a right inverse, which increases the difficulty of the controller design. Moreover, when the system
state x2 is treated as the control input of x1, it is not powerful enough to shape an arbitrary output
trajectory because the dimension of x2 is smaller than the dimension of x1. Due to the limited capability of
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the control input, the state-dimension-dominant system cannot achieve the ideal fixed-time-synchronized
convergence. Instead, we can expect parts of the output components to converge simultaneously in fixed
time, which is said to be semi-fixed-time-synchronized stable.

In what follows, the system (3) is considered in the case of m < n
2 . We aim to design a controller

that brings l (l 6 m) output dimensions to the semi-time-synchronized convergence, where l is the
controllability index of the system ẋ1 = A11x1 +A12x2 + d1(t, x).

Despite Assumption 3 that is made on the disturbance d2, we make another assumption on d1 for the
convenience of the subsequent system transformation.

Assumption 4. The disturbance d1 can be written as d1 = A12ω(t, x), where ω(t, x) is considered as
a transformed formulation of the unmatched disturbance in the following analysis. Moreover, ω(t, x) and
its first-order time derivative are both bounded,

‖ω(t, x)‖ 6 η3 ‖x‖ + h3, ‖ω̇(t, x)‖ 6 κ3 ‖x‖ + ϑ3, (48)

where η3, h3, κ3 and ϑ3 are known positive parameters.

Hereinafter, ω is used instead of ω(t, x) for short.
Inspired by [35], a state transformation is taken for the first part of system (3),

x1 = Γ−1
1 Γ2v, v = Γ−1

2 Γ1x1. (49)

where v is the transformed system state, Γ1 and Γ2 are system transformation matrices (the detailed
formulations are omitted, please refer to [36] for Γ1 and [29] for Γ2).

























ẋ′
r

ẋ′
r−1

...

ẋ′
3

ẋ′
2

ẋ′
1
















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




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























A′
r,r B′

r,r−1 · · · 0 0 0

A′
r−1,r A′

r−1,r−1 · · · 0 0 0
...

...
. . .

...
...

...

A′
3,r A′

3,r−1 · · · A′
3,3 B′

3,2 0

A′
2,r A′

2,r−1 · · · A′
2,3 A′

2,2 B′
2,1

A′
1,r A′

1,r−1 · · · A′
1,3 A′
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1,1












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
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


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+

























0

0
...

0

0

B1,0 (x2 + ω)

























,

























v̇r

v̇r−1

...

v̇3

v̇2

v̇1

























=

























Ār B′
r,r−1 · · · 0 0 0

0 Ār−1 · · · 0 0 0
...

...
. . .

...
...

...

0 0 · · · Ā3 B′
3,2 0

0 0 · · · 0 Ā2 B′
2,1

A′′
1,r A′′

1,r−1 · · · A′′
1,3 A′′

1,2 A′′
1,1


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
































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






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...

v3
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v1

























+



















0

0
...

0

B1,0 (x2 + ω)



















. (50)

The transformation is conducted in two steps, namely x′ = Γ1x1 and v = Γ−1
2 x′, which are illustrated

in (50). With the first transformation, the system can be rewritten as the block controllable form in (50),
where an “invertible part” can be extracted from A12. With the second transformation, the system state
vi, i = 2, . . . , r is further decoupled.

In (50), the column rank of B′
1,0 is the same as x′

1 and v1; thus it is possible to calculate the right
inverse of B′

1,0. Furthermore, it indicates the output components of v1 can be controlled ideally and
driven to their equilibrium simultaneously. Since rank(B′

i,i−1) = dim (x′
i) , i = 2, . . . , r, the right inverse

of B′
i,i−1 exists although not used in the following derivations.

Based on the above transformation, system (3) can be re-written as

v̇i =Āivi +B′
i,i−1vi−1, i = 2, . . . , r,

v̇1 =

r
∑

i=1

A′′
1,ivi +B1,0 (x2 + ω) ,

ẋ2 =A21x1 + A22x2 + u+ d2(t, x, u), (51)
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where Āi is defined as Āi = −λiIπi
, λi is a positive parameter with 0 < λr < · · · < λ2, and πi denotes

the dimension of vi.
In system (51), v is the transformed formulation of state x1 and the transformation is specified in

(49). The system output is y = v, which cannot be driven to the origin at the same time due to the
limited control capability. Instead, the control objective is the semi-time-synchronized stability, where v1
is required to converge simultaneously.

Remark 5. The formulation of (51) shows why semi-time-synchronized convergence instead of time-
synchronized convergence is accomplished in this section. With a properly designed controller, the ele-
ments of v1 converge at the same time, and v2, . . . , vr will reach the origin one after another. Therefore
only l output dimensions achieve time-synchronized convergence.

Similar to the input-dimension-dominant case, the system state x2 is used as the control input for v1.
To achieve the fixed-time-synchronized convergence of v1, a terminal sliding mode surface s1 is defined,

s1 = v̇1 + p1sig
α1

n (v1) + g1sig
β1

n (v1), (52)

where p1, g1, α1, β1 are positive parameters with 0 < α1 < 1 and β1 > 1. According to Lemma 4, if s1 = 0,

the output signal v1 converges time-synchronously within T1 6 2
1−α1

2 /(p1(1− α1)) + 2
1−β1

2 (g1(β1 − 1)).
In order to force s1 to the origin, a virtual control input φ is defined as follows:

φ = φ1 + φ2, (53)

φ1=−B†
1,0

(

r
∑

i=1

A′′
1,ivi+p1sig

α1

n (v1)+g1sig
β1

n (v1)

)

, (54)

φ̇2=−B†
1,0

(

Υ3signn(s1)+p2sig
α2

n (s1)+g2sig
β2

n (s1)
)

, (55)

Υ3= ‖B1,0‖(κ3‖x‖+ ϑ3), (56)

where p2, g2, α2, β2 are positive parameters with 0 < α2 < 1 and β2 > 1. B†
1,0 is the right inverse of B1,0.

Let the deviation between φ and x2 be z, namely z = x2 − φ. In what follows, we will show that if
ż = z = 0, s1 converges in a fixed time.

In (17), the formulation of φ consists of two parts. The first item φ1 is designed to shape ẋ1 and to
force s1 to its equilibrium. The derivative of the second item φ2 is designed to eliminate the varying
disturbances and to shape the changing rate of an s1-based Lyapunov function.

Lemma 7. When z = ż = 0, the output v1 of the state-dimension-dominant MIMO system (51)
converges to the sliding surface s1 = 0.
Proof. When z = ż = 0, x2 = φ, which leads to

v̇1 =

r
∑

i=1

A′′
1,ivi +B1,0 (φ+ ω) . (57)

Combine the above equation with the formulation of the sliding mode surface s1 in (52),

s1=

r
∑

i=1

A′′
1,ivi+B1,0 (φ+ω)+p1sig

α1

n (x1)+g1sig
β1

n (x1). (58)

Substituting (53) into the above equation yields s1 = B1,0(φ2 + ω). Considering a Lyapunov candidate
V1 = 1

2s
T
1 s1, it has the following derivative:

V̇1 = sT1 B1,0(φ̇2 + ω̇) = −sT1
(

Υ3signn(s1) + p2sig
α2

n (s1) + g2sig
β2

n (s1)−B1,0ω̇
)

.

Recall the formulation of sigαn (·) and the changing rate of the disturbance ω in Assumption 4,

V̇1 6−Υ3‖s1‖ − p2‖s1‖
α2+1 − g2‖s1‖

β2+1 + ‖s1‖B1,0‖(κ3 ‖x‖+ ϑ3)

6− p2‖s1‖
α2+1 − g2‖s1‖

β2+1 = −2
1+α2

2 p2V
1+α2

2 − 2
1+β2

2 g2V
1+β2

2 . (59)

According to Lemma 1, the output signal v1 converges to the sliding mode surface s1 = 0 within the
following fixed settling time:

T2 6 2
1−α2

2 /(p2(1− α2)) + 2
1−β2

2 /(g2(β2 − 1)). (60)
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Next, the deviation between x2 and its desired value φ will be controlled to zero. A time-synchronized
terminal sliding mode surface is defined on z,

s2 = ż + p3sig
α3

n (z) + g3sig
β3

n (z), (61)

where p3, g3, α3, β3 are positive parameters with 0 < α3 < 1 and β3 > 1. According to Lemma 4, if

s2 = 0, z converges time-synchronously within T3 6 2
1−α3

2 /(p3(1 − α3)) + 2
1−β3

2 (g3(β3 − 1)).
In order to drive the sliding mode surface s2 to zero and make z converge time-synchronously, the

control input u is designed based on s2,

u = u1 + u2, (62)

u1 = −
(

A21x1 +A22x2 + p3sig
α3

n (z) + g3sig
β3

n (z)
)

−B†
1,0 (A

′′
11 + ϕ(v1))

(

r
∑

i=1

A′′
1,ivi +B1,0x2

)

−B†
1,0

(

Υ3signn(s1) + p2sig
α2

n (s1) + g2sig
β2

n (s1)
)

−B†
1,0

r
∑

i=2

A′′
1,i

(

Āivi +B′
i,i−1vi−1

)

, (63)

u̇2 = −Υ4signn(s2)−
(

p4sig
α4

n (s2) + g4sig
β4

n (s2)
)

, (64)

Υ4 =
∥

∥

∥
B†

1,0 (A
′′
11+ϕ (v1))B1,0

∥

∥

∥
(κ3 ‖x‖+ϑ3)+κ2‖u1‖+ϑ2

+
∥

∥

∥
B†

1,0ϕ̇ (v1)B1,0

∥

∥

∥
‖η3‖x‖+h3‖+κ2

∥

∥

∥

∥

∫ t

0

u̇2dt

∥

∥

∥

∥

, (65)

where p4, g4, α4, β4 are positive parameters with 0 < α4 < 1 and β4 > 1. The function ϕ (v1) is

ϕ (v1) = p1(α1 − 1)‖v1‖
α1−3v1v

T
1 +p1‖v1‖

α1−1In−m + g1(β1 − 1)‖v1‖
β1−3v1v

T
1 + g1‖v1‖

β1−1In−m. (66)

The controller (62) is quasi-continuous and should be understood in the Filippov sense [34].

Theorem 2. Considering the state-dimension-dominant MIMO system (51), under Assumptions 1, 3,
and 4, using the control input (62) and the virtual control signal (53), the tracking error z and the output
y = v will achieve semi-fixed-time-synchronized convergence. Specifically, z and v1 will reach the sliding
mode surfaces s2 = 0 and s1 = 0 in fixed-time, then move along these terminal sliding surfaces, and
finally converge to their equilibrium time-synchronously within a fixed time interval.

Proof. Firstly, let us show that the tracking error z reaches the sliding mode surface s2 = 0 in a fixed
time. Substituting z = x2 − φ into (61), the sliding mode surface s2 becomes

s2 =ẋ2 − φ̇+ p3sig
α3

n (z) + g3sig
β3

n (z)

=A21x1 +A22x2 + u+ d2 + p3sig
α3

n (z) + g3sig
β3

n (z) +B†
1,0(Υ3(x)signn(s1) + p2sig

α2

n (s1) + g2sig
β2

n (s1))

+B†
1,0

d

dt

(

r
∑

i=1

A′′
1,ivi + p1sig

α1

n (v1) + g1sig
β1

n (v1)

)

=A21x1 +A22x2 + u+ d2 + p3sig
α3

n (z) + g3sig
β3

n (z) +B†
1,0

(

Υ3(x)signn(s1) + p2sig
α2

n (s1) + g2sig
β2

n (s1)
)

+B†
1,0 (A

′′
11 + ϕ(v1))

(

r
∑

i=1

A′′
1,ivi +B1,0x2

)

+B†
1,0

r
∑

i=2

A′′
1,i

(

Āivi +B′
i,i−1vi−1

)

+B†
1,0 (A

′′
11 + ϕ(v1))B1,0ω. (67)

Under the control input (62), s2 and its derivative are formulated as

s2 = u2 + d2 +B†
1,0 (A

′′
11 + ϕ(v1))B1,0ω, (68)

ṡ2 = u̇2 + ḋ2 +B†
1,0 (A

′′
11 + ϕ(v1))B1,0ω̇ +B†

1,0ϕ̇(v1)B1,0ω.

Considering a Lyapunov candidate V2 = 1
2s

T
2 s2, it has the following derivative:

V̇2 = sT2 ṡ2 6sT2 u̇2 + ‖s2‖ (κ2‖u‖+ ϑ2) + ‖s2‖‖B
†
1,0 (A

′′
11 + ϕ(v1))B1,0‖(κ3 ‖x‖+ ϑ3)
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+ ‖s2‖‖B
†
1,0ϕ̇(v1)B1,0‖(η3 ‖x‖ + h3). (69)

Substituting (62) into the above equation and recalling the formulation of sigαn (x), we have

V̇2 6− sT2
(

Υ4signn(s2) + p4sig
α4

n (s2) + g4sig
β4

n (s2)
)

+ κ2‖s2‖ (‖u1‖+ ‖u2‖) + ‖s2‖ϑ2

+ ‖s2‖‖B
†
1,0 (A

′′
11 + ϕ(v1))B1,0‖(κ3 ‖x‖ + ϑ3) + ‖s2‖‖B

†
1,0ϕ̇(v1)B1,0‖(η3 ‖x‖+ h3)

6− p4sig
α4

n (s2)− g4sig
β4

n (s2) = −p4‖s2‖
α4+1 − g4‖s2‖

β4+1

6− 2
α4+1

2 p4V
α4+1

2

2 − 2
α4+1

2 g4V
β4+1

2

2 , (70)

which is fixed-time stable according to Lemma 1, and the settling time for the convergence of s2 is

T4 6 2
1−α4

2 /[p4(1 − α4)] + 2
1−β4

2 /[g4(β4 − 1)]. (71)

After s2 converges to zero within T4, the tracking error z moves along the sliding mode surface s2 = 0
and converges to zero time-synchronously within T3. Then, z = ż = 0, the sliding mode surface s1
converges to zero within a fixed time interval T2 according to Lemma 5. As s1 = 0, the system output
v1 converges to zero time-synchronously within T1. The bound of the setting time for the whole process
can be formulated as Tidd 6 T1 + T2 + T3 + T4, thus completing the proof.

5 Comparative simulations

In this section, we validate the proposed method by comparative experiments. Since the unique feature
of the proposed method is the time-synchronization property introduced by the norm-normalized sign
function, the proposed method is compared with a conventional fixed-time controller which has the same
structure as the proposed method except for the sign function.

5.1 Verification on an input-dimension-dominant system

In the input-dimension-dominant case, the proposed controller is compared with a fixed-time controller
with the following formulation:

ū = ū1 + ū2, (72)

ū1 = −
(

A21x1 +A22x2 + p3sig
α3

c (z) + g3sig
β3

c (z)
)

− A†
12

(

Υ1(x)signc(s̄1) + p2sig
α2

c (s̄1) + g2sig
β2

c (s̄1)
)

−A†
12 (A11 + ϕ̄(x1)) (A11x1 +A12x2) , (73)

˙̄u2 = −Υ2(x, ū)signc(s̄2)− p4sig
α4

c (s̄2)− g4sig
β4

c (s̄2), (74)

the following modified sliding-mode surfaces s̄1 and s̄2:

s̄1 = ẋ1 + p1sig
α1

c (x1) + g1sig
β1

c (x1), s̄2 = ż + p3sig
α3

c (z) + g3sig
β3

c (z), (75)

and the following ϕ̄(x1):
ϕ̄(x1) = p1α1sig

α1−1
c (x1) + g1β1sig

β1−1
c (x1). (76)

It can be observed that the controller (72) has the same structure and parameters as controller (26)
except for three aspects: the different sign functions (4)–(6) and (7) and (8), the sliding-mode surfaces
s1, s2 and s̄1, s̄2 which are based on different sign functions, and the different functions ϕ(x1) and ϕ̄(x1).
Similarly, the desired virtual velocity φ̄(s̄1) = φ̄1 + φ̄2(s̄1) has the same structure and parameters as in
(17) except for the sign functions and sliding-mode surfaces; thus the detailed formulation of φ̄(s̄1) is
omitted here.

Remark 6. The classical sign function sigαc (x) calculates the sign of every state element separately,
whereas in the proposed method, the control input is calculated by sigαn (x) which regards the state vector
as a whole and cooperates each state element with each other, extending the scalar formulation to the
multivariable situation. Due to the difference between sigαc (x) and sigαn (x), the relevant procedures for
the controller design and the system analysis differ from the existing literature and consequently lead to
the time-synchronized property of the system.
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Table 1 Parameters and initial values

Parameter Value Parameter Value Parameter Value Parameter Value

α1 0.6 p1 1 ς1 0.1 ς2 0.1

α2 0.6 p2 1 κ1 1 κ2 1

α3 0.6 p3 1 η1 1 η2 1

α4 0.6 p4 1 ϑ1 0.2 ϑ2 0.2

β1 1.1 g1 0.1 h1 0.2 h2 0.2

β2 1.1 g2 0.1 xo1 1 xo2 −3

β3 1.1 g3 0.1 xo3 −3 xo4 2

β4 1.1 g4 0.1

In order to demonstrate the merits of the proposed method in the input-dimension-dominant case,
the vertical take-off and landing aircraft is used for a comparative experiment between controller (26)
and controller (72). The dynamics of this aircraft are complex and nonlinear with varying parameters,
whereas it is linearized and can be formulated as

xo = Aoxo + bou+ do(t, xo, u), (77)

where subscript ‘o’ stands for the original system, u = [u1, u2] is the two-dimensional control input with
the collective pitch u1 and the longitudinal cyclic pitch u2, xo = [xo1, xo2, xo3, xo4] is the state vector
with the horizontal velocity xo1, the vertical velocity xo2, the pitch rate xo3 and the pitch angle xo4. The
detailed value of system matrices A, B, and the disturbance vector can be found in [37].

Let x̄o = [xo3, xo4, xo1, xo2]. The transformation matrix and the system disturbance take the value of

T =













1.000 0 −9.511 0.371

0 1.000 0 0

0 0 −2.778 −0.064

0 0 −1.297 −0.162













, do(t, xo, u) =













(0.1xo3 + 0.7xo4) sin(0.1xo2)

−0.3xo4 cos(0.3xo4t)

−2xo1 − 0.3xo2

(0.2xo1 + 0.4xo4) sin(0.4xo3)













. (78)

From matrix T , we can achieve the transformed system state x = T x̄o = [xT
1 , x

T
2 ]

T with x1 ∈ R
2×1, x2 ∈

R
2×1. The transformed system is formulated in (3) with [dT1 , d

T
2 ] = Tdo. The transformed state matrices

are

A11=

[

−0.8849 4.2613

1 0

]

, A12=

[

3.7423 −1.8857

−5.520 4.4900

]

, A21=

[

−0.0524 1.5244

−0.0248 1.2413

]

, A22=

[

0.2094−0.1404

0.5738−1.0781

]

.

(79)

The same parameters and initial state values are adopted for both controllers as listed in Table 1.
Since the general system is transformed to the formulation of (3), we first analyze the system state

of the transformed system where x = T x̄o. The transformed state x under the proposed controller is
illustrated in Figure 1(a), where every dimension of x converges simultaneously at t = 6.25 s. Even
if we zoom the figure at the magnitude of 10−3, the convergence rate is well-controlled by (26) under
disturbances and the time-synchronization property is shown clearly in the subfigure. The transformed
states generated by the conventional fixed-time controller (72) are plotted in Figure 1(b), where different
state elements converge to zero at separate time instants. The transformed state x12 converges firstly at
t = 4.94 s, whereas other state elements reach the origin at t = 6.88 s. One may doubt that x11, x21 and
x22 can still converge at the same time. However, this phenomenon is generated by the inherent coupled
property of the system instead of the controller.

Despite the transformed system, the states of the original system have different performances under
(26) and (72), which are illustrated in Figures 2(a) and (b), respectively. In Figure 2(a), the state elements
converge to the origin at t = 6.25 s simultaneously under the proposed controller, whereas they converge
at t = 4.94 s and t = 6.88 s separately under the compared controller. The converging time instants can
be figured out clearly in the enlarged subfigures.

The reason for the time synchronization under (26) and asynchronous convergence under (72) can
be attributed to the different designs of sliding mode manifolds. The s1 in (15) and the s2 in (24) are
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Figure 1 (Color online) Transformed state x by using (a) the time-synchronized controller in (26) and (b) the compared controller

ū in (72).
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Figure 2 (Color online) Original state xo by using (a) the time-synchronized controller (26) and (b) the compared controller ū1.

designed based on the norm-normalized sign function, which cooperates multiple dimensions of the system
state and keeps x11 and x12 ratio persistent. The ratio of x11 and x12 is illustrated in Figure 3, where
a constant ratio is generated after a while under (26) and a changing ratio is generated by (72). The
terminal sliding manifolds s̄1 and s̄2 are used for the compared fixed-time controller, where the classical
sign function is adopted that deals with different dimensions separately, leading to the changing state
ratios and sequential converging time instants.

The control inputs of the two controllers are demonstrated in Figure 3, where both control inputs are
relatively large at the beginning and become very small when the system states reach the sliding-mode
surfaces s1 = s2 = 0. The energy consumed by both controllers is also calculated and illustrated in
Figure 3, where E(t) =

∑

i=1,2

∫ t

τ=0
u2
i (τ)dτ . It can be observed that most of the energy is consumed

at the first stage by driving the states to the sliding-mode surfaces. The proposed method is 20% less
energy-consuming than the compared controller due to the time-synchronized property.

The rationale for the energy-saving performance can be figured out in Figure 4, where the state
trajectory is plotted for both controllers. The state trajectory generated by the proposed controller (26)
is illustrated as the blue line, which is a curve in the beginning when s1 6= 0 and becomes a straight line
when s1 = 0 after some time. A certain amount of control energy is consumed at the beginning whereas
little control energy is needed when s1 = 0. In contrast, the state trajectory generated by the compared
controller (72) appears as a curve in the whole process, which consumes more energy. Moreover, the blue
state trajectory under (26) is much shorter than the red one generated by (72).
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Figure 5 (Color online) The space trajectory length of the

aircraft in (77) and ū1 under different controllers.

Besides the state trajectories, the actual travel length can be explored since we use the practical aircraft
as the simulation example. In Figure 5, the travel length of the aircraft is illustrated. It is calculated by
integrating the 2-D speed, namely d(t) =

∫ t

τ=0

√

x2
o1(τ) + x2

o2(τ)dτ , where xo1 and xo2 are the horizontal
velocity and the vertical velocity of the aircraft, respectively. Before the aircraft stops at the space, it
travels 4.85 m under (26), which is much less than the 9.04 m generated by (72). This further showcases
the merit of the proposed method.

5.2 Verification on a state-dimension-dominant system

In this subsection, a less complicated example is used to verify the fixed-time-synchronized control method
for the state-dimension-dominant system (51), which is set as 5 state dimensions and 2 input dimensions.

The system matrices are A′′
11 = diag(−0.2,−2), B1,0 = 2I2, A22 = diag(−1,−0.5), A′′

12 = 0 ∈ R
1×2,

A21 = 0 ∈ R
3×2, Ā1 = [0, 1] and B′

2,1 = −1. The disturbances are formulated as

d2 =

[

sin(2x21)(0.2z2 + 0.6x22)

0.5x22 + (z11 + 0.3z12) cos(0.5x22)

]

, ω =

[

−0.4z11 cos(0.5x21)

−x22 + z12

]

. (80)

The proposed semi-fixed-time-synchronized controller (62) is modified to be

ū =ū1 + ū2, (81)

ū1 =−
(

A21x1 +A22x2 + p3sig
α3

c (z) + g3sig
β3

c (z)
)

−B†
1,0 (A

′′
11 + ϕ(v1))

(

r
∑

i=1

A′′
1,ivi +B1,0x2

)
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Figure 6 (Color online) System state x by using (a) the proposed controller (62) and (b) the compared controller (81).

−B†
1,0

(

Υ3signc(s̄1) + p2sig
α2

c (s̄1) + g2sig
β2

c (s̄1)
)

−B†
1,0

r
∑

i=2

A′′
1,i

(

Āivi +B′
i,i−1vi−1

)

, (82)

˙̄u2 =−Υ4(x, ū)signc(s̄2)− p4sig
α4

c (s̄2)− g4sig
β4

c (s̄2), (83)

where the function ϕ(v1) is the same as (76) with variable v1 and the sliding-mode manifolds are re-
formulated as

s̄1 = v̇1 + p1sig
α1

c (v1) + g1sig
β1

c (v1), s̄2 = ż + p3sig
α3

c (z) + g3sig
β3

c (z). (84)

Similar to Subsection 5.1, controller (81) has the same structure and parameters as controller (62)
except for the different sign functions, the sliding-mode surfaces based on different sign functions, and
the functions ϕ(v1) and ϕ̄(v1). The desired virtual velocity φ̄(s̄1) = φ̄1 + φ̄2(s̄1) has the same structure
and parameters as in (53) except for the sign functions and the sliding-mode surfaces.

The same control parameters are adopted for both the proposed semi-fixed-time-synchronized controller
(62) and the compared fixed-time controller (81), which are set to be the same as in Subsection 5.1 and are
shown in Table 1. The initial values of the original system states are z1 = [3,−2]T, z2 = 5;x2 = [2,−3]T.

Figure 6(a) shows the state of the system (51) under the proposed controller (62), where z11, z12, x21

and x22 converge simultaneously at t = 4.27 s whereas z2 reaches zero at t = 6.94 s. It is called “semi-time-
synchronized” control because only parts of the output dimensions, namely z11 and z12, converge time-
synchronously. The other part of the output dimensions, z2, reaches the origin at a different time instant
since the control input is not powerful enough to drive all the state elements to the origin simultaneously.
In this case, the sliding mode manifolds s1 in (52) and s2 in (61) are designed for z1 and x2, respectively,
the two dimensions of z1 are expected to reach the origin simultaneously and so do the dimensions of
x2, whereas z1 and x2 are not designed to converge time-synchronously. They converge simultaneously
simply due to the inherent coupling of the system. The time-synchronization property is shown clearly
in the subfigure, where the plots are zoomed at the magnitude of 10−3. Figure 6(b) is illustrated as a
comparison, which is generated by the compared controller (81). In Figure 6(b), z11 and x21 converge
at t = 3.97 s, z12 and x22 reach zero at t = 3.4 s, and z2 arrives at the origin at t = 8.45s. The three
dimensions of the output, z11, z12 and z2, converge totally time-asynchronously.

The output ratio, the control input, and the energy consumed by both controllers (62) and (81) are
illustrated in Figure 7. Only the ratio of z11/z12 is plotted because the sliding-mode surface s1 in (52) is
designed for the fixed-time-synchronized of z1, and z2 converges at a different time instant. The ratio of
z11/z12 is persistent in the stabilizing process under the proposed controller (62) whereas it keeps varying
under the compared controller (81). This results in the synchronized/asynchronous converging time of the

two controllers. The control energy is calculated as E(t) =
∑

i=1,2

∫ t

τ=0
u2
i (τ)dτ . The proposed method

saves about 1/3 control energy with respect to the conventional fixed-time controller (81).
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Figure 7 (Color online) The state ratio z11/z12, control inputs u1 and u2, and the energy consumed under controllers (62) and

(81).

6 Conclusion

This study considers the fixed-time-synchronized control of perturbed MIMO systems. A general MIMO
system is divided into input-dimension-dominant and state-dimension-dominant cases, which are de-
fined according to the capability of achieving time-synchronized convergence. A fixed-time-synchronized
terminal sliding-mode surface is presented as the foundation of the proposed method, based on which
the (semi-) fixed-time-synchronized controllers are designed for input-dimension-dominant and state-
dimension-dominant cases. Matched disturbances that appear inside the control channel and unmatched
disturbances that appear outside the control channel are both considered and compensated by a super-
twisting observer embedded in the controller. Analysis and discussions on system stability and time-
synchronized property are conducted. Compared with conventional controllers, the proposed method
generates shorter state trajectories and consumes lower control energy, which is verified by simulations.
The merits come from the time-synchronized property, which can be extended to some existing fixed-time
controllers by certain modifications based on the inspiration of this study. In the future, the proposed
control method will be improved to deal with more complicated practical problems, such as input satu-
ration and reference signal variation, and its application will be explored in the rendezvous of multiple
vehicles and the time-synchronized arrival of robot fingers.
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