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Appendix A A Brief Introduction of The Family of Newton’s Method

As for the optimization problem

min
x

F (x),

the iteration of Newton’s method is

xk+1 = xk −
[
∇2F (xk)

]−1∇F (xk),

where ∇F (x) and ∇2F (x) are the gradient and the Hessian matrix of F (x), respectively. Since it is always time-consuming

to calculate the inverse Hessian matrix, we can also use a matrix Hk to approximate
[
∇2F (xk)

]−1
, and obtain the iteration

of the quasi-Newton method

xk+1 = xk −Hk∇F (xk).

Hk can be acquired using multiple methods, such as the rank one correction formula, DFP and BFGS algorithm, etc.

Appendix B The Convergence Rate of Quasi-Newton Method

Theorem 1. If A ∈ Sn and ‖A‖2 < 1,x ∈ Rn, Φ is the ReLU function, then the iteration xk+1 = Φ(Axk) converges to

x? with a linear convergence rate.

Proof. Firstly, we prove that the map y = Φ(Ax) is a contractive map. Let x(1), x(2) ∈ Rn, A = (a1, a2, · · · , an)T .

According to Lagrangian median theorem, there exists si ∈ Rn, i = 1, 2, · · · , n, such that

y
(2)
i − y

(1)
i = Φ(aTi x(2))− Φ(aTi x(1)) (B1)

= Φ′(aTi si)a
T
i (x(2) − x(1)).

thus

‖y(2) − y(1)‖2 = ‖Φ(Ax(2))− Φ(Ax(1))‖2 (B2)

=‖[Φ′(aT1 s1)a1, · · · ,Φ′(aTn sn)an]T (x(2) − x(1))‖2

6‖[Φ′(aT1 s1)a1, · · · ,Φ′(aTn sn)an]T ‖2||x(2) − x(1)‖2

=‖DA‖2‖x(2) − x(1)‖2, .

where D is a diagnal matrix, and the diagnal elements are 0 or 1. In addition,

‖DA‖22 = max
‖y‖2=1

{yT (DA)(DA)T y} (B3)

= max
‖y‖2=1

{(DT y)TAAT (DT y)}

6 max
‖y‖2=1

{yTAAT y} = ‖A‖22,
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so

‖y(2) − y(1)‖2 6 ‖A‖2‖x(2) − x(1)‖2, (‖A‖2 < 1), (B4)

i.e., y = Φ(Ax) is a contractive map.

According to the contractive map principle, the iteration xk+1 = Φ(Axk) converges to x?, and similarly

‖xk+1 − x?‖2 =‖Φ(Axk)− Φ(Ax?)‖2
6‖A‖2‖xk − x?‖2 (B5)

so it has a linear convergence rate. �
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