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Dear editor,

Markovian jump systems (MJSs) have been investigated for

decades [1, 2]. Most existing results on MJSs assume that

the mode switching of the controller/filter is synchronized

with the operational system. However, due to time de-

lays, packet dropouts, etc., controller/filter may work asyn-

chronously [3]. In addition, when MJS control components

are connected via communication networks, problems asso-

ciated with information congestion and cybersecurity can-

not be ignored [4–6]. To address information congestion

issues, an event-triggered mechanism (ETM) is considered

as an effective way to save network bandwidth. However,

few studies have addressed MJSs under cyberattacks, par-

ticularly deception attacks. How to address event-triggered

controller design for networked MJSs with deception attacks

and asynchronous modes remains challenging. This study

provides a solution to this problem.

The primary contributions of this paper are as follows.

(1) With the help of a hidden Markov model (HMM), the

designed ETM and observer-based controller can function

asynchronously, which is more reasonable in practical ap-

plications. (2) A neural network (NN) approach is applied

to estimate deception attacks, which makes it possible to

design the adaptive neural controller. Consequently, the in-

fluence of deception attacks can be mitigated effectively.

Problem description. We consider the following MJS:

{
x(k + 1) = Arkx(k) + Brk (u(k) + w(k)),

y(k) = Crkx(k),
(1)

where x(k) ∈ Rnx , u(k) ∈ Rnu and y(k) ∈ Rny denote

the state, control input, and system output, respectively.

w(k) is the external disturbance obeying ‖w(k)‖ 6 wmax.

Ark , Brk , and Crk are known matrices. {rk, k > 0} is a

Markov chain taking values in L = {1, 2, . . . , N}. The tran-

sition probability matrix π = {πij} is defined as follows:

P (rk+1 = j|rk = i) = πij with πij > 0 and
∑N

j=1
πij = 1.

To deal with the system state estimation (1), we devise

the asynchronous observer:
{

x̂(k + 1) = Aτk x̂(k) +Bτku(k) + Lτk (ŷ(k) − y(k)),

ŷ(k) = Cτk x̂(k),
(2)

where x̂(k) ∈ R
nx is the estimated state, ŷ(k) ∈ R

ny denotes

the estimated output, and Lτk is the observer gain to be de-

vised later. The process τk ∈ S = {1, 2, . . . ,M} denotes

the HMM that satisfies the conditional probability matrix

̟ = {̟im} with P{τk = m|rk = i} = ̟im, i ∈ L,m ∈ S,

where 0 6 ̟im 6 1 and
∑M

m=1
̟im = 1.

An asynchronous ETM is adopted to reduce the trans-

mission of unnecessary data. The event-triggered condition

is defined as follows:

eTET(k)MτkeET(k) > ρx̂T(k)Nτk x̂(k),

k = ks, . . . , ks+1 − 1, s ∈ N, (3)

where eET(k) = x̂(ks)− x̂(k), Mτk > 0 and Nτk > 0 repre-

sent the weighting matrices, and ρ ∈ [0, 1) is a given scalar.

{ks, s ∈ Z>0} is a triggering instant sequence with k0 = 0.

It is assumed that the channel between the controller and

actuator is subject to deception attacks. Then, the control

input transmitted to system (1) can be expressed as

u(k) = ua(k) + Φ(x̂(ks)), (4)

where Φ(x̂(ks)) is the malicious unknown nonlinear signal,

and ua(k) is the computed control signal to be designed.

To estimate and mitigate the effect of deception attacks, we

use the NN approach to approximate the false data Φ(x̂(ks))

with the following expression:

Φ(x̂(ks)) = WTS(V Tx̂(ks)) + ε(x̂(ks)) (5)

for all x̂(ks) ∈ Ω ⊂ Rnx . Here, Ω is a compact set,

W ∈ R
l×nu represents the target weight matrix, S(·) ∈ R

l

is the basis function with ‖S(·)‖ 6 Smax, and V ∈ Rnx×l

stands for the randomly assigned input weight matrix. The

residual error is denoted as ε(·) ∈ R
nu with ‖ε(·)‖ 6 εmax,

and l is the number of hidden neurons.
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We construct the NN estimation of Φ(x̂(ks)) as follows:

Φ̂(x̂(ks)) = ŴT(k)S(V Tx̂(ks)), (6)

where Ŵ (k) ∈ R
l×nu is the NN weight matrix estimate. In

this study, the NN weight update law is chosen as

Ŵ (k + 1) = Ŵ (k)− σŴ (k)

−
ηS(V Tx̂(ks))zT(k + 1)

1 + ‖S(V Tx̂(ks))‖2‖z(k + 1)‖2
, (7)

where

z(k + 1) =







[

ȳT(k + 1), 0, . . . , 0
︸ ︷︷ ︸

nu−ny

]T
, nu > ny,

[

ȳT
1
(k + 1), . . . , ȳTnu

(k + 1)
]T

, nu 6 ny,

and ȳ(k) = ŷ(k)− y(k), η > 0 is the design parameter, and

σ denotes the sigma modification term.

Thus, the signal ua(k) in (4) can be designed as

ua(k) = Kτk x̂(ks)− Φ̂(x̂(ks)). (8)

For simplicity, let rk = i, and τk = m. Then, the closed-

loop system can be obtained as the following compact form:







x̄(k + 1) = Āimx̄(k) + B̄imeET(k) + H̄im(W̃T(k)

× S(V Tx̂(ks)) − ε(x̂(ks))− w(k)),

ȳ(k) = Cimx̄(k),

(9)

where

x̄(k) = [xT(k) eTOB(k)]T, ȳ(k) = ŷ(k)− y(k),

Āim =

[

Ā11
im Ā12

im

Ā21
im Ā22

im

]

, B̄im =

[

BiKm

(Bm − Bi)Km

]

,

H̄im =

[

−Bi

Bi −Bm

]

, C̄im =
[

Cm − Ci Cm

]

,

Ā11
im = Ai + BiKm, Ā12

im = BiKm,

Ā21
im = Am − Ai + (Bm − Bi)Km + Lm(Cm − Ci),

Ā22
im = Am + (Bm − Bi)Km + LmCm,

and W̃ (k) = Ŵ (k) −W is the weight estimate error.

Some preliminaries are provided in Appendix A.

Our main results are listed as follows.

Lemma 1. Consider the NN weight estimate dynamics (7)

with bounded initial weight estimation Ŵ (0). Then for
1

4γ
< σ < 1, γ > 1, and η > 0, the NN weight estima-

tion error W̃ (k) is bounded in probability.

The proof of Lemma 1 is given in Appendix B.

Theorem 1. Consider the system (9) subject to deception

attacks and unmeasured states. Given 0 6 ρ < 1, if there

exist matrices Pi > 0, P̄i > 0, and Rim, scalars 0 < κ < 1,

λ1 > 0, and µ > 0, such that ∀i ∈ L, m ∈ S,

M∑

m=1

̟imRim < Pi, (10)

[

2ĀT
imP̄iĀim + ρN̄1m −Rim ρN̄2m

∗ 4B̄T
imP̄iB̄im −Mm

]

< 0,

(11)

12 sup
i∈L,m∈S

{

λmax(H̄
T
imP̄iH̄im)

}

S2
max − µκ < 0 (12)

hold, where

N̄1m =

[

Nm Nm

∗ Nm

]

, N̄2m =

[

Nm

Nm

]

,

then, with bounded initial values, the closed-loop system (9)

is bounded in probability.

The proof of Theorem 1 is given in Appendix C. Stabil-

ity analysis of networked MJSs under deception attacks is

provided in Theorem 1.

The observer-based controller design problem and simula-

tion results are shown in Appendixes D and E, respectively.

Conclusion. In this study, we have investigated the

observer-based event-triggered asynchronous control prob-

lem for networked MJSs under deception attacks and exter-

nal disturbances. Based on the HMM modeling approach,

the proposed ETM and observer can run asynchronously.

Employing an NN technique reduces the influence of ma-

licious deception attacks and external disturbances. The

boundedness in probability of the closed-loop system has

been guaranteed by a series of sufficient conditions. Note

that the proposed method can be extended to more com-

plex systems, such as nonlinear time-varying stochastic sys-

tems [7] and semi-Markov jump systems [8], which is ex-

tremely interesting and worthy of further study.
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