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Abstract In this article, the design of a novel 3D-NAND-based content addressable memory (CAM) con-

sisting of two flash transistors with ultra-high density and low power consumption is proposed for data-

intensive computing. Hewlett simulation program with integrated circuit emphasis (HSPICE) of a 3D-

NAND-based CAM array is performed to study the functionality and properties of the presented CAM

design, and the results indicate that the energy consumption is 0.196 fJ/bit/search. The cell density of a

16-layer 3D-NAND flash is 157 times higher than CAMs based on conventional static random access memory.

Furthermore, to exploit the multibit storage property of 3D-NAND flash, we also propose a multilevel CAM

design, which significantly boosts the cell density and expands the functionality. As a proof-of-concept illus-

tration, we take a 4-level CAM to successfully implement the search operation. Furthermore, the impacts of

3D-NAND layers and parasitic effects on the performance of the proposed CAM design are also discussed.
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1 Introduction

Data-intensive computing applications such as pattern recognition, video processing, database engine
and network router have drastically increased due to the rapid development of big data and artificial
intelligence (AI), which pose stringent requirements for storing and processing massive data resources
[1–5]. Content addressable memory (CAM) has different working schemes from random access memory
(RAM) and powerful functionality of high parallelism and fast speed, making it an excellent solution for
data-intensive computing systems [6, 7]. A simplified structure of the general CAM system is shown in
Figure 1. The CAM compares input data entered from search lines (SLs) with stored contents and outputs
the match address through match lines (MLs) [8]. However, the existing conventional CMOS-based CAM
designs prevent further development in data-intensive computing systems because of their excessively large
circuit area and nontrivial standby power consumption as the scaling down of technology [9, 10].

To address the aforementioned challenges, considerable research has been conducted, which exploits
the emerging nonvolatile memories (NVMs) to constitute the CAM cell for storage and search operations,
conducing to higher storage capacity, zero standby power and lower search energy consumption [11]. Thus
far, various types of NVMs have been proposed to implement large-scale integration CAMs, including
phase change memory (PCM) [12], resistive RAM (RRAM) [13–16], ferroelectric field effect transistor
(Fe-FET) [17–19] and magnetic tunnel junction (MTJ) [20–22]. However, most emerging NVMs mass
production techniques are still not mature enough for further large-scale integrations. There have also
been some research efforts that employ flash devices to realize CAM structures. A 1 MB binary CAM
(BCAM) based on flash memory technologies was first demonstrated for area reduction and nonvolatility
[23]. An analog CAM was implemented using 5b analog flash based on an integrator circuit [24]. Moreover,
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Figure 1 Structure of a general CAM system.

the first flash-based ternary CAM (TCAM) was demonstrated, utilizing two flash transistors and thereby
reducing the circuit area [25]. However, all the above approaches utilize the NOR architecture and planar
technology, which immensely limit the scalability of the CAM array. Recently, a sort of search scheme
based on NAND flash has also been proposed [26]. Currently, 3D-NAND flash rapidly develops and has a
vertical stacking architecture and industrial mass production technology, that showcases an exceptional
advantage of ultra-high cell density. Therefore, it possesses great potential for implementing large-scale
integration CAMs and may be a highly competitive candidate for data-intensive computing systems.

In this work, a novel 3D-NAND-based CAM design with ultra-high density and low power is proposed
for data-intensive computing, with one CAM cell constitutive of two flash transistors. The rest of this
paper is organized as follows. In Section 2, the proposed CAM design based on 3D-NAND flash is intro-
duced in detail. In Section 3, we perform Hewlett simulation program with integrated circuit emphasis
(HSPICE) simulations of a 3D-NAND-based CAM array to analyze the functionality and properties of
the proposed design after building an experimentally calibrated NAND transistor model. In Section 4,
considering 3D-NAND flash has a good and reliable feature of multibit storage, we further propose a
multilevel CAM design based on 3D-NAND, which significantly boosts the density of CAM cells and ex-
pands the functionality of the CAM systems oriented to data-intensive computing. As a proof-of-concept
illustration, we successfully implement the search operation using a 4-level CAM. Furthermore, the im-
pacts of 3D-NAND layers and parasitic effects on the performance of the proposed CAM design are also
discussed based on HSPICE simulations. Finally, Section 5 concludes this paper.

2 Proposed CAM design

The proposed CAM design employs two adjacent NAND transistors in the word line (WL) direction to
constitute one CAM cell as shown in Figure 2(a). The data stored in the CAM cell are determined by
the threshold voltage (Vth) of two transistors together. Most of the existing CAM systems can be divided
into two categories: BCAM and TCAM, depending on the number of logic states pre-defined. Compared
with BCAM which stores “0” and “1” in one storage element, TCAM can store an additional state, “X”
in TCAM cell, which means we do not care its specific value and matches any input. The logic of storage
and search operation in our proposed CAM design is workable for both of the two categories and as a
proof-of-concept demonstration, we take the TCAM logic to illustrate.

First, we will illustrate the operating principle of the NAND flash transistors. The Vth is determined
by the number of electrons in the floating gate or charge trapping layer. By applying different bias
conditions, we can implement erasing and programming operations to regulate the Vth of NAND flash, as
shown in Figure 2(b) [27]. Erasing operation is performed in the block unit, which corresponds to a row
of NAND strings. All the WLs are connected to the ground and all the drain select lines (DSLs), bit lines
(BLs), and source select line (SSL) are floating. A high voltage pulse (20 V) is applied to the bulk. In
this condition, the electrons are swept out from the floating gate to the bulk by F-N tunneling, resulting
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Figure 2 (a) Schematic of the implementation of the CAM cell based on 3D-NAND flash; (b) bias conditions of the erasing and

programming operation; (c) definition of data stored by the NAND transistor according to TCAM logic; (d) search scheme with

“0”, “1”, and “X” in TCAM logic, respectively.

in a decrease of the Vth. In the programming operation, the basic unit is in the page, which consists
of a row of NAND transistors and corresponds to a certain WL. The corresponding DSL is connected
to the supply voltage (Vdd), and the SSL and bulk are connected to the ground. The BLs that need
programming are connected to the ground and BLs which inhibit programming are connected to Vdd.
The selected WL is connected to a programming voltage (18 V) and the unselected WLs are connected to
a pass voltage (10 V). In this condition, there is a large potential difference between the control gate and
channel, resulting in the F-N tunneling of electrons to the floating gate and therefore increasing the Vth

for the programming cells. For those programming inhibited cells, the channel potential is self-boosted
to a high voltage (8 V) which prevents the F-N tunneling.

We mark the upper transistor in a CAM cell as T′ and the lower one as T. The cell stores “0” (“1”)
when T is erased (programmed) and T′ is programmed (erased). The wildcard “X” is represented by
both of the transistors erased. The combination of Vth is summarized in Figure 2(b). All of the data
should be loaded to the CAM array in advance according to the above rules. After that, search data
will be transformed into voltage pulses and applied on WLs. For example, to search logic “0”, a read
voltage Vread is applied on the lower WL and a pass voltage Vpass is applied on the upper WL. The search
scheme is concluded in Figure 2(c), which is different from the read operation in the normal storage mode
of 3D-NAND flash. Different cells of one CAM word are serially connected between BLs and ground
through drain selectors and source selectors, constituting a NAND string. Before each search operation,
all of the BLs will be pre-charged to Vdd via the pre-charge transistors. The search results are read out
from BL voltages in parallel by a sense amplifier (SA). To illustrate the match principle of the proposed
CAM cell, we assume that it stores logic “0”, which means T is of low Vth and T′ is of high Vth. If
the input data is “1”, with a high voltage applied on WL, T is in ON state and, on the contrary, T′ is
still in OFF state under Vread, which leads to a cut-off path. If the input data is “0” or “X”, both of
the transistors will be in ON state and form a discharge path. We can see the NAND string will be in
ON state and discharge BL quickly only when all of the cells are matched. So long as there is one bit
mismatched, the path will be cut off and the BL will discharge slowly. In a word, we can distinguish the
match and mismatch conditions by discharge rate of BLs.

Figure 3 shows the structure of the proposed CAM design based on the vertical channel 3D-NAND
array. To search a word of m-bit, we need a 3D-NAND block of 2×m layers. Besides, assuming the page
size is k and the number of strings is n, there will be k×n words stored in the block altogether. According
to the general scale of 3D-NAND array, the arrangement of our proposed CAM design can significantly
increase search parallelism because the page size is of several KBs [28]. During search operation, all of
the BLs will be pre-charged firstly and after that, search data will be converted into voltage pulses and
applied on WLs. If the voltage level of some BL is low, each bit of the stored word in this corresponding
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Figure 3 Structure of the proposed CAM design based on a 3D-NAND flash array with k × n stored words of m bits.
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Figure 4 Id-Vg curves based on the BSIM model calibrated with the experimental data in [30]. Inset: the unit cell used in

HSPICE simulations of 3D-NAND-based CAM arrays. The parasitic effects are considered.

NAND string is totally matched with the input data. If the voltage level is high, there must be at least
one bit mismatched of stored contents with the input data.

3 Functionality and property analysis

3.1 Simulation method

As a proof-of-concept demonstration of the proposed CAM design, we build a compact model of NAND
transistor based on Berkeley short-channel IGFET model (BSIM) 3v3 calibrated with experimental data
firstly, of which the device size is W = 70 nm, L = 70 nm [29,30]. Figure 4 shows the Id-Vg curves with
good fitting. Besides, we also consider parasitic effects within the 3D-NAND array, including channel
series resistance (Rsd = 4 Ω), parasitic resistance in BLs and SLs (RBL = 0.5 Ω, RSL = 10 Ω) and
parasitic capacitor between transistors in x direction and y direction (Cdx = 0.03 fF, Cdy = 0.02 fF),
which are calculated according to [30, 31].
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Figure 5 (Color online) (a) The simulated search results of 16-bit words for full match and only 1-bit mismatch conditions

(Vread = 0 V, Vpass = 5 V, and Vdd = 1 V); (b) comparison worst case with the number of DSL is 16; (c) cumulative distributions

of BL voltages with Vth of 200 mV standard deviation for fully match and only 1-bit mismatch conditions, respectively; (d) the

sensing window with different Vth standard deviations. The stack layer number is set as 32 for 16-bit words, and BL number as 2

for the two cases.

3.2 Functionality verification

Based on the compact NAND transistor model, we perform HSPICE simulations of the array level to
verify the functionality of the proposed CAM design. We set Vread = 0 V, Vpass = 5 V, and Vdd = 1 V.
Figure 5(a) shows the corresponding BL voltage waveform of two 16-bit words. We can see that the BL
voltage is pre-charged to Vdd firstly and after the input data is entered, the voltage level will tend to
overshoot briefly and then descend to a relatively stable level. Because 1-bit mismatch is the most difficult
case to distinguish from fully match conditions in practice, we are mainly focused on the sensing window
of these two conditions. The margin is around 750 mV, which is big enough for discriminative sense and
therefore proves the functionality of our proposed CAM design. For the BL voltage overshooting, it is
induced by the coupling effect of capacitance between the gate and drain (Cgd) of NAND transistors.
When the search data are input to WLs, abrupt rising step biases are applied to the stacked gates
simultaneously. Besides, due to the high density of grain boundary traps, the poly-Si channel of 3D-NAND
flash has smaller mobility and poorer electrical property, thus a smaller drain current [32]. Therefore,
the BL voltage will be pulled up in the initial stage of switching transient.

Considering the leakage problem, in the CAM design of NOR-type string, the total cell number con-
nected to ML is equivalent to the length of the search word, which may lead to a very severe leakage
problem for long search words (such as 144-bit or longer). While for the proposed CAM design (NAND-
type string), there is only one cell connected to the ML in one search word. In the 3D-NAND-based CAM
design, although there are multiple cells connected to one BL, which is known as DSL, the number of
DSL is only 12 or 16 in the current mainstream 3D-NAND architecture, which has little influence on the
leakage problem of BL voltage [30,33,34]. To verify this feature, we further simulate the fully match case
and 1-bit mismatch case with 16 DSLs to evaluate the leakage current problem, as shown in Figure 5(b).
It is found that we can still easily distinguish the worst case with 16 DSLs, where the slightly decreased
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Figure 6 (Color online) (a) The impacts of 3D-NAND layers on search delay and energy consumption of the proposed CAM

design; (b) CAM cell area of 3D-NAND-based with different layers and cell density ratio with conventional SRAM-based CAMs in

the case of planar 28 nm. The BL number is set as 2 and the DSL number as 3.

sensing window is due to the parasitic effect.
Considering the device-to-device Vth variation within the 3D-NAND array may have a bad effect on

the sensing window, further simulations are carried out to discuss this influence. At present, incremental
step pulse programming (ISPP) is widely used in NAND flash, which replaces the constant voltage
programming method to improve the tolerance to process and environmental variations [27]. The feature
of ISPP is that the subsequent program pulse connected to the selected WL is incremented in a constant
voltage step, which causes an automatic adjustment to different cells. After the ISPP programming
operation, the Vth distribution of the 3D-NAND array nearly follows the Gaussian distribution [35].
Figure 5(c) shows the cumulative distributions of BL voltages for full match and 1-bit mismatch conditions
with Vth of 200 mV standard deviation. We can see that the sensing window is still more than 700 mV
under this perturbation. To explore the tolerance of the device-to-device Vth variations and find out the
design space requirements, we carry out further simulations about the sensing window with different Vth

standard deviations, as shown in Figure 5(d). It is found that the sensing window of our proposed CAM
design can maintain a large voltage (> 600 mV) in a wide range of device variations (6 400 mV), which
indicates its good robustness. Besides, the sensing window would degrade severely when the Vth standard
deviation is up to 500 mV. This is because some transistors that were originally in OFF state, are now
in ON state and some transistors that were originally in ON state, are now in OFF state, which leads to
the incorrect BL discharge rate.

3.3 Property analysis

Search delay, energy consumption and cell area are three key factors of the performance of a CAM
system. Since the 3D-NAND flash mainly boosts cell density by increasing layers, we will focus on the
effects of 3D-NAND layer number in further simulations. As is shown in Figure 6(a), the search delay
increases with the number of layers because of additional resistance and capacitance (RC) on the signal
path. While the search energy drops off as the increasing layers, which is likewise due to the higher
RC and therefore, lower discharge current. Besides, we can find that there exists a trade-off between
search delay and energy consumption with respect to the selection of layers. Especially when we employ
a 16-layer 3D-NAND array, its energy consumption (0.196 fJ/bit/search) is lower than the conventional
SRAM-based TCAMs (0.58 fJ/bit/search in 32 nm technology [36]). Besides, it also has an invincible
advantage on the cell density because of the 3D stacking feature as shown in Figure 6(b). Compared with
the SRAM-based TCAM design under planar 28 nm technology (500 F 2), 3D-NAND-based TCAM saves
around 157 times cell area only in 16 layers and the number of layers has already reached 128 so far [37].
Although the search delay of a single word in 3D-NAND-based CAM design is slower than that of SRAM
(1 GHz), we can improve the overall throughput (the number of words being searched per second) of
the whole system by employing multiple 3D-NAND blocks to perform search operation concurrently in
one chip. Considering the application scenario of big-data searching, the data which need to be stored
in CAM are much larger than the capacity of current SRAM-based CAM [38]. As a result, the stored
contents will be constantly updated during the entire search task and therefore, the throughput is more
important. In SRAM-based TCAM, the single search time is 1 ns and the search parallelism is 2K words
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in one search cycle [36]. Hence the throughput is 2 trillion words per second. For the 3D-NAND-based
TCAM, the single search time is 143 ns (16 layers) and the search parallelism depends on the page size of
the 3D-NAND flash, which can achieve 16 KB in [28]. Therefore, the total throughput can achieve 0.896
trillion words per second. Due to the high density advantage, we can employ three or more 3D-NAND
blocks simultaneously in one chip, which can exceed the SRAM-based CAM.

In comparison with the CAM designs based on emerging devices, such as RRAM, the proposed CAM
design is based on the mature 3D-NAND flash technology, which is contained in the existing memory
hierarchy, and hence is closer to commercial applications in large scale (terabits). Besides, benefited
from the large memory window of the flash transistor and NAND-type string, the proposed CAM design
possesses higher parallelism and throughput than that of the emerging devices. However, it should be
noted that the proposed CAM design may not be suitable for the applications that need to frequently
change the stored contents due to the long time required for programming and erasing flash cells.

4 Multilevel CAM design based on 3D-NAND

As we know, 3D-NAND flash possesses a good and reliable multibit storage feature. On the basis of
this, we further develop a multilevel CAM design based on 3D-NAND flash as shown in Figure 7, which
stores several logic states in one CAM cell. This method significantly boosts cell density and expands the
functionality as well. To store a logic “0”, the lower transistor, marked as T, is in erasing state and the
upper transistor, marked as T′, is in the maximum programming state. As the storage logic increases,
Vth of T moves towards the right, which is in a higher programming state and Vth of T′ moves towards
the left, which is in a lower programming state. As for logic “X”, both of the transistors are in erasing
state. To search logic “0”, the lowest read voltage, marked as V0, is applied on WL and the highest read
voltage, marked as Vj , is applied on WL′. As the search logic increases, the voltage applied on WL should
increase and the voltage applied on WL′ should decline, just as similar as the store scheme. To search
“X”, voltages applied on both of the WLs are the highest read voltage level. Under this principle, when
the stored contents are completely matched with the search input, two transistors of one CAM cell will
be in ON state synchronously. Besides, when storing “X”, the CAM cell will be in ON state for any input
data and in turn, when “X” is input, the CAM cell will be in ON state likewise for any stored contents.
Because of the NAND architecture, only when all of the CAM cells are matched, the NAND string will
be in ON state and discharge BL quickly, thus implementing the multilevel search functionality.

As a proof-of-concept illustration, we adopt the 2-bit (MLC) 3D-NAND flash to implement a 4-level
CAM design. Considering the variation of Vth in multilevel mode may have a larger effect on the perfor-
mance of the search operation, we take a more precise Vth distribution model including ISPP programming
noise, WL-WL interference and random telegraph noise (RTN) effect as shown in Figure 8(a) [39]. The
ISPP programming voltage is 8–18 V with incremental Vstep = 0.5 V. The reading voltages of four lev-
els respectively are 0, 1.5, 3.5, 5 V. The BL voltage distributions of HSPICE simulations are shown
in Figure 8(b), which represent fully match and only 1-bit mismatch conditions of the 4-level CAM
design, respectively. This is the most difficult case for detection in practical applications. The large
window verifies the feasibility of our proposed multilevel CAM design. To compare the performance of
the proposed multilevel CAM design, we carry out additional simulations in 16-layer 3D-NAND with the
above-mentioned variations. The average search energy is 0.073 fJ/bit/search, which is 8 times lower than
the SRAM-based TCAM (0.58 fJ/bit/search) [36]. The superiority of cell density is further enhanced due
to the multilevel property and achieves 314 times higher than the SRAM-based TCAM, which indicates
the multilevel CAM design is highly promising in data-intensive search applications. Due to a smaller
Vgs−Vth of the flash transistors in NAND string and thus a larger RC delay in the discharge path, search
delay is degraded to 427 ns.

Besides, to analyze the effects of 3D-NAND layers on the properties of multilevel CAM design, we
perform additional simulations. The results are shown in Figure 9, from which we can see that with the
aggravation of gate’s coupling effects due to increasing layers, the search delay rises faster and the energy
consumption drops little after 32 layers. More optimization is still needed to cut down the aggravation.

For the parasitic effects of 3D-NAND flash mentioned in Subsection 3.1, the Rsd comes from the series
resistance of polysilicon channel between adjacent WLs. The Cdx and Cdy come from the insulating layer
between adjacent BLs and DSLs. The values are calculated based on 3D geometric size and material
properties. To investigate the effects of parasitic RC, we scale all the values in the same ratio, from
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0.1 to 10 times, as shown in Figure 10. The enlarging parasitic increases the RC delay in the discharge
path from BL to ground and thus increases the search delay. Due to the coupling effect of parasitic
capacitance, the adjacent BL will influence each other. The BL voltage of the mismatch string will be
pulled down a little by the match string when they are close, which reduces the sensing window of the
search result. The simulation results indicate a requirement for improving processes and materials with
smaller parasitic effects.

Benefited from the advantage of high cell density, the proposed CAM design can not only implement big
data search, but also can be very suitable for data-intensive computing, such as deep random forest [40],
nearest neighbor search [41], and one/few-shot learning with memory-augmented neural networks [42].
Take one-shot learning as an example to illustrate: the image database is first used to train a convolutional
neural network for feature extracting. After that, all the extracted feature vectors of the database are
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Figure 9 (Color online) The influence of 3D-NAND layers on (a) the search delay and (b) the energy consumption of the multilevel

CAM design considering Vth variation. The BL number is set as 2 and the DSL number as 3.
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Figure 10 (Color online) The impacts of parasitic resistance and capacitance on (a) the search delay and (b) the sensing window

of the multilevel CAM design with the Vth variation. The BL number is set as 2 and the DSL number as 16.

stored in CAM for the following search. The input images will be first applied to the network and then
forward to the CAM to compare with stored contents for the nearest neighbor search. It should be noted
that the number of feature vectors may be very large and exceed the capacity of current SRAM-based
CAM. Thanks to the large parallelism, our proposed 3D-NAND-based CAM design can directly store
the whole database and complete the search operation in one cycle, which largely reduces the time and
energy consumption and indicates the great potential for data-intensive computing applications.

5 Conclusion

A novel CAM design based on 3D-NAND flash has been presented, in which two flash transistors are
combined as one CAM cell. Simulation results show that the proposed design is capable of low-power and
high-density CAM integrations, in which the energy consumption is 0.196 fJ/bit/search and the cell den-
sity of a 16-layer 3D-NAND is 157 times higher than the traditional CMOS-based CAMs. Furthermore, a
multilevel CAM design has also been illustrated, which significantly boosts the cell density and expands
the functionality. The proposed design will provide a powerful solution for data-intensive computing and
is promising for search applications that require low energy dissipation and large volume storage.
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