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Appendix A Motivative cases of IUM
This appendix focuses on motivation cases related to IUM. As shown in Table 2 of our paper, these cases has relatively consistent

behavioral features. For example, the victim host is located based on the target attributes, and the confusion or encryption

technology is selected to enhance the evasion ability.

This paper divides these cases into two categories: cases in the wild and cases in the lab. From the former point of view, IUM

related technologies have been used by APT organizations since 2012, and many different types of malware have been developed

to hide malicious intention and achieve accurate attacks, which is consistent with the orientation of APT.

We have selected several cases from Table 2 for a more detailed introduction.

Appendix A.1 Cases in the wild - BIOLOAD

On December 26, 2019, the cybersecurity company Fortinet released a report stating that it found the malware named “BIOLOAD”,

which has been used by the international cybercrime group FIN7 as a new variant of its Carbanak backdoor program releaser [1].

BIOLOAD is tailored to the name of each infected computer (represented by COMPUTERNAME). As shown in Figure A1, as a

loader program, BIOLOAD embeds an encrypted payload and dynamically embeds a 16-byte key. This key is generated using the

CRC32 checksum of the computer name as a seed, and part of the key is overwritten with the result of MurmurHash3 on the key.

Figure A1 The key generation code of BIOLOAD

When BIOLOAD reaches the target victim host, it needs to rely on the COMPUTERNAME to obtain the correct decryption

key, and then release the payload through XOR decryption without accessing the remote server. Therefore, based on the COM-

PUTERNAME and the irreversible properties of hashing, BIOLOAD realizes accurate perception for attack target(s), and realizes

intention concealment for non-attack targets, which can hinder detection by sandboxes and prevent researchers from analyzing the

payload when the relevant context is missing. As an actual attack case, BIOLOAD proves that IUM can be employed as a novel

advanced technology to launch attacks in real-world applications.

Appendix A.2 Cases in the wild - Gauss

In order to ensure the two goals of “accurate identification” and “intention concealment” at the same time, the attacker carefully

designed the key generation mechanism of Gauss [2,3]. First, Gauss collects the specific configuration data of the target computer,

including certain directories, program folders, and other local data, and then connects the file (folder) names with the names of

each subfolder in the Windows Program Files folder one by one to generate a very long string. After that, Gauss adds the string

to a special value, and then uses the MD5 hash algorithm to run 10000 rounds, and the result of each round is used as the initial

value of the next round. Only when the final hash value is equal to the pre-determined target value, Gauss performs the next step.

Compared with Gauss, the decryption key of the notorious malware Stuxnet is embedded in itself, which is vulnerable to anti-

cracking [4]. The encryption mechanism of Gauss is equivalent to a golden bell for the payload. If you want to decrypt the payload

of Gauss, you must dynamically generate the decryption key according to the target computer configuration data, otherwise no

one can crack it.

In fact, even though Kaspersky has performed millions of violent pairings on the configuration information related to the

decryption key, it still failed to calculate the correct key. Further, we have found no self-replication functionality in the Gauss

modules that we have seen to date, which leaves open the question of its original attack vector. Therefore, it cannot be ruled out

that it may have destructive power like Stuxnet, or other sensitive functions.
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Appendix A.3 Cases in the lab - DeepLocker

In August 2018, the IBM Research Institute demonstrated an AI-powered malware - DeepLocker [5] at the Black Hat USA con-

ference, which uses AI technology to achieve two core functions: accurate identification and intention concealment. As shown in

Figure A2(a), DeepLocker converts the “if this, then that” trigger condition in traditional attacks into an AI model, and uses

the “black box” characteristic (see section 4 for details) of the AI model to hide the trigger condition associated with malicious

behaviors.

Figure A2 Execution flow of DeepLocker and its concealing and unlocking operations

Specifically, as shown in Figure A2(b), DeepLocker uses the AlexNet multi-classification model [6] to achieve the extraction of

high-dimensional face feature vectors, and establishes a bucketization mechanism at the output layer of AlexNet, thereby it can

output the same key for a class of face images. This class of face images are used as the target features to identify the target

environment, as shown in Figure 4, the face images of Tom Cruise, which are used to identify Tom Cruise’s computer. In the

concealing process, the key is used to encrypt the plain payload into a cipher payload; while in the unlocking process, the key is

used to decrypt the cipher payload in the target environment. The AI model plays the roles of dynamic key concealer and dynamic

key generator in these two processes, respectively.

It is worth mentioning that, unlike BIOLOAD and Gauss malware, which can only customize and implement malware for

homogeneous attack targets that have the unique target feature instance, DeepLocker can perform the same customization and

implementation for a class of heterogeneous attack targets. Also, it can ensure that even when the malware on one target is

discovered, the malware on other target hosts can still be guaranteed not to be discovered.

Appendix B Related works for supporting taxonomy and prediction

Appendix B.1 Value Transfer Black Box

The idea of value transfer black box can be traced back to the research work of “Environmental Key Generation Towards Clueless

Agents” proposed by James Riordan and Bruce Schneier in 1998 [7]. Because the traditional keys do not rely on the static nature

of events, spaces, or operating conditions, they introduced environmental data to generate the key for the first time. Initially, they

were mainly used to create safe and reliable mobile agents and were not used to protect malicious intention. The value transfer black

box is relatively simple and straightforward. For example, the malware used by APT41 and InvisiMole malware are IUM instances

based on the value transfer black box in actual attack scenarios. However, in specific attack scenarios, there are relatively few

unstructured data sources that can be directly utilized by attackers, which limits the application of this type of black box.However,

in specific attack scenarios, there are relatively few unstructured data sources that can be directly utilized by attackers, which

limits the application of this type of black box. In order to solve this dilemma faced by attackers, Rui Tanabe et al. proposed a

web-based reconnaissance strategy in 2018 [8], which predicts that an attacker can realize the identification of the attack target by

implanting identifiers into the target system, such as unique entries in the browser history, cache, cookies, or the DNS stub resolver

cache.

Although more advanced reconnaissance strategies can help the attacker construct a more powerful value transfer black box

model, since the host on the defense side is not completely controlled by the attacker, the initial attempt to implant identifiers into

the target system is not necessarily complete reliably. Therefore, the typical hash black box is the mainstream solution chosen by

actual malware or researchers.

Appendix B.2 Typical Hash Black Box

The design of the typical hash black box was also provided in the research work of James Riordan and Bruce Schneier on the

creation of clueless agents [7]. In 2004, Eric Filiol et al. [9] began to use the typical hash black box for the construction of malware.

They designed a virus called Bradley, which used system environment information to generate an environment key for encrypting

malware. This virus is the first proof of concept of IUM that we traced back to. Later, Monirul Sharif et al. [10] proposed a malware

obfuscation technology that uses the key derived from the input to encrypt code that is conditionally dependent on the input value.

Only when the judgment conditions based on the hash black box implementation are met, the corresponding condition code will

be decrypted and executed, thereby hiding the trigger-based behavior. After that, Gauss malware in 2012, Equation malware in

2015 and BIOLOAD malware in 2019 also used the typical hash black box to build as IUM instances and carried out actual attack

activities. This not only proved the actual effectiveness of IUM, but also warned of the severity of this type of security threat.
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Appendix B.3 Deep Neural Network Black Box

The typical representative of this type of black box is DeepLocker, which uses the AI model as a core component for the construction

of malware for the first time. This is not only the peak of the development of IUM but also a major breakthrough in the development

of malware. From a technical point of view, the value transfer black box and the typical hash black box implement an “one-to-

one” deterministic mapping from input to output, so IUM can only be customized and implemented for the unique target feature

(corresponding to the homogeneous target victims). The DNN black box implements an “one class-to-one” deterministic function

through the AI model, so it can perform the same customization and implementation for a class of target features (corresponding

to a class of heterogeneous target victims), and can ensure that when the malware on an attack target host is discovered, other

malware on other target hosts can still be guaranteed not to be found.

Appendix B.4 Perceptual Hash Black Box

The idea of the perceptual hash black box was inspired by the QakBot malware [11]. QakBot is a banking Trojan that can steal user

credentials. It modifies social engineering images by encoding to block the defensive method of malicious activity tracking through

hash comparison. In 2020, Alex Holland released a project [12] on Github to track malware activities of visually similar images

through the perceptual hash algorithm, which proved the feasibility of the perceptual hash algorithm in the white hat scenario [13].

The offensive and defensive arms race is an uninterrupted cat-and-mouse game. Generally speaking, the technical means that can

be used for security defense can usually be used by attackers. Inspired by this, this paper proposes the design and implementation

of IUM based on the perceptual hash black box, which will be introduced below.

Appendix C More insights of defense against IUM

Appendix C.1 The gradient descent-based adversarial input construction

Because the neural network model has the characteristics of gradient descent, the (approximate) gradient descent backpropagation

can change the input of the neural network model, so that the image/ file/ malware can be classified as target image/target

file/benign software. In this regard, Fabio Pierazzi et al [14] and Kaifa Zhao et al [15] provide ideas for IUM defense research

through research work on combating neural networks in the problem space to generate circumvent malware.

However, it is not enough to combat IUM by obtaining adversarial inputs which simply targets the misclassification. This is

because IUM uses the neural network to obtain a (candidate) key with at least 128bit security strength, so the construction of

adversarial input should not be limited to the final 1bit classification results, but should let the constructed adversarial input also

output the key consistent with the target input, which is not only an open challenge for IUM, but also a direction to inspire future

research.

In the future, we will consider digging into the gradient descent characteristics of the neural network, and how to construct

adversarial inputs through backpropagation so that the input can be consistent with the target input on the output of a specific

hidden layer.

Moreover, there is a perceptual hash function NeuralHash which is implemented based on neural network in the research field of

perceptual hashing. Inspired by the idea of combating neural networks in the problem space, some researchers found hash conflicts

by leveraging the gradient descent characteristics of neural networks, which makes it possible to create two images with the same

hash but actually different values, proving that NeuralHash is susceptible to adversarial samples.

Although the cracking method of aHash, dHash and pHash has not been found through checking out a large number of literature,

the perceptual hash collision study against NeuralHash provides the possibility to crack the perceptual hash model used by IUM.

Therefore, it is believed that the defense method based on perceptual hash collision will be an important research scheme in the

future, which means if the key can be successfully obtained through perceptual hash collision, the malicious intention carried by

IUM will be cracked.

Appendix C.2 DNN Inversion

Recent studies show that DNN inversion is possible [16]. For example, Yuankun Zhu et al. [17] identified a new attack surface

for DNN inversion, namely, unencrypted PCIe traffic, and proposed a novel model-inversion attack called Hermes attack, which is

the first attack that can fully steal the entire victim DNN model. Yuheng Zhang et al. [18] proposed a generative model inversion

attack by focusing on image data. This method extracts generic knowledge from public datasets via GAN and uses such knowledge

to regularize the inversion problem, which increases the success rate by 75% compared with the current model inversion methods.

The above works on model inversion have made good progress. Although most research works focus on attack prediction, the same

idea can be migrated and applied by security defenders. Successful model inversion will become a powerful defense method for

unlocking the attack intention of AI black-box-based IUMs.

Appendix C.3 Attack reasoning

From the perspective of reasoning, the IUM that is distributed or broadcasted to the network will detect the characteristic infor-

mation on the infected host. The security defender can infer possible attack targets or possible malicious intentions based on the

content detected by IUM. From the perspective of inferring the attack target, the defender can run IUM by simulating the target

host in a virtual machine or sandbox. In this way, it will be possible to expose the target feature instance with a greater probability

and crack the attack intention of IUM. From the perspective of inferring the malicious intention, the defender can help block the

effective release of malicious intention by signing or extracting features of key malicious behavior patterns.

Appendix C.4 Protection and regular update of key information

Assess important assets on high-value targets in advance, such as sensitive files, add watermarks to them, and regularly update

the watermark information; another example is to periodically change WiFi passwords, which will ultimately invalidate the key

information obtained by the attacker in the “Reconnaissance” stage, thereby the following effects can be achieved: Although the

attack intention of IUM cannot be detected, the defender can use the method of management program input [19,20] to make IUM

unable to achieve accurate perception even on the expected target machine, and its precision strike ability is invalid.
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Appendix C.5 Detect suspicious components

In the same way, when IUM instance is detected as malware on the current host, although we cannot expose its malicious intention,

we can generate signatures for IUM or some key components of IUM (such as iKeyGen and iKeyDis). By searching for malware

with the same signature in the current local area network, organizations or enterprises can be protected to a certain degree in

time. Note: “to a certain degree” here is related to the structure and distribution strategy of IUM, that is, from the perspective of

countering security defense, IUM can also achieve the heterogeneous realization of the same function.
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