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Abstract Crowdsourcing system provides an easy way to obtain labeled training data. However, the labels

provided by non-expert labelers often appear low quality. So in practice, each sample usually obtains a

multiple label set from multiple different labelers. Learning-from-crowds (LFC) aims to design ground truth

inference algorithms to infer the unknown true labels of data from multiple label sets. Despite their proper

statistical foundations, the existing ground truth inference algorithms show limited performance when the

number of labelers is small. However, more labelers mean higher costs. This paper tries to propose a novel

ground truth inference algorithm which can maintain moderate performance and simultaneously reduce

labeling costs. This paper addresses LFC from a point of view of robust classifiers and presents a new

label noise robust support vector machine inference (RSVMI) algorithm. We prove that only one convex

quadratic programming problem needs to be solved to build a robust support vector machine. Furthermore,

in order to apply the robust support vector machine to crowdsourced data, two methods are proposed to

estimate the noise level of integrated labels. By transforming the original LFC problem into a robust classifier

learning problem, our algorithm shows good performance when the number of labelers is very small. In our

experiments, the minimum number of labelers is set to 3. In terms of both label quality and model quality,

the experimental results on benchmark data sets and real-world data sets show the effectiveness of RSVMI.
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1 Introduction

The research of machine learning usually needs a lot of labeled data, and the quantity and quality of
labeled data will directly affect the performance of machine learning algorithms [1, 2]. However, it is
usually expensive and time-consuming to acquire the true labels of data from domain experts. With the
development of crowdsourcing platforms, it has become cheaper and faster to collect labels of data by
employing ordinary crowd workers (web labelers).

Unfortunately, a single non-expert labeler may provide incorrect labels. It may be caused by personal
preference, low payment for each task, and varying cognitive abilities. To solve this issue, it is usually
recommended to label every task multiple times by different workers (i.e., repeated labeling) [3], and
so every sample has a multiple label set provided by repeating labeling. For example, for a sample i
described by a d-dimensional feature vector, y is the corresponding unknown true label. J crowd workers
are employed to label the sample, and the resulting multiple label set is li = {lji }

J
j=1, where l

j
i is the label

of the sample i annotated by the jth labeler. Therefore, it is crucial to design a suitable ground truth
inference algorithm to infer the label of every sample from its multiple label set. The label ŷ obtained by
an inference algorithm is called the integrated label of the sample. In the past few years, ground truth
inference algorithms have attracted a lot of attention.

Majority voting (MV) is the simplest and most straightforward ground truth inference algorithm. In
MV, the label which obtains the maximum number of votes in the multiple label set is treated as the
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integrated label of a sample. MV ignores some factors, such as the qualities of labelers, and the difficulty
of labeling each task correctly. If we use MV directly, the generated label is rough and biased. There-
fore, many scholars have proposed various algorithms to make fuller use of the information provided by
labelers. These algorithms can be generally divided into three categories. (1) Weighted majority voting
(WMV). This type of algorithms include MV-Freq, MV-Beta [4], IWMV [5], M3V [6], DEWMV [7],
MNLDP [8], WMV-Freq, and WPaired-Freq [9]. (2) Algorithms based on expectation maximum (EM).
These algorithms include DS [10], RY [11] and ZenCrowd (ZC) [12], PLAT [13], and RGTIA [14].
(3) Other algorithms, such as KOS [15], GTIC [16], and VGPCR [17]. Although all these algorithms show
good performance in practice, we notice that generally the performance of these algorithms will present
the decline of different degrees if the number of labelers is small. The main reason is that the smaller the
number of labelers is, the greater the uncertainty of multiple label sets is. For example, many ground
truth inference algorithms need to estimate empirical probability or posteriori probability. When there
are only a few crowdsourced labels available for each sample, the effectiveness of probability estimation is
heavily affected. The great uncertainty of multiple label sets severely weakens the performance of ground
truth inference algorithms.

So for many existing ground inference algorithms, their performance is usually limited if there are not
sufficient labelers. However, more labelers mean more costs. Therefore, in order to maintain moderate
performance and reduce the labeling costs (i.e., the number of labelers) simultaneously, this paper tries
to propose a novel ground truth inference algorithm.

Our work infers integrated labels from a point of view of robust classifiers. Empirical study has proved
that integrated labels still contain a percentage of noise, no matter which ground truth inference algorithm
is used to infer the integrated labels [18]. Here noise refers to the samples, the integrated labels of which
are different from their true labels. As mentioned above, the smaller the number of labelers is, the greater
the uncertainty of multiple label sets is. Then the integrated labels inferred from the multiple label sets
may contain more noise. So the key of ground truth inference is how to cope with label noise. Motivated
by this idea, this paper proposes a novel ground truth inference algorithm based on robust support vector
machines (SVM).

In this algorithm, we first use MV to infer the integrated labels of training samples and form an inferred
data set DN . Obviously, the integrated labels of these samples do not exactly match their true labels.
Then, we estimate the noise level of integrated labels (i.e., the probability that each sample’s integrated
label does not match its true label). By embedding the noise level into the building process of support
vector machine, we build a robust SVM. Finally, we use the robust SVM to update the integrated labels
of the data set DN . Thus we call our algorithm robust support vector machine inference (RSVMI).

In order to implement RSVMI, there are two problems to be solved. (1) How to build a trainable robust
SVM. (2) How to estimate the noise level of integrated labels. For the first problem, we use the label noise
level to modify the optimization target of SVM, so that the classifier would not overfit the noise labels.
What is more, we prove that the modified optimization problem is still a convex optimization problem.
For the second problem, when we apply the robust SVM to crowdsourced data, the noise level of integrated
labels has to be estimated. This paper proposes two methods to estimate the noise level of integrated
labels based on a binomial distribution and a modified sigmoid function respectively. Because RSVMI
builds an SVM which is robust to label noise, when the number of labelers is small and the uncertainty
of multiple label sets is great, RSVMI still maintains moderate performance. Moreover, although our
algorithm modifies the optimization function of SVM, we prove that it is still a convex optimization
problem. However, most of the existing expectation-maximum (EM)-style inference methods model the
true labels as latent variables, and the resulting optimization problems are not convex. Compared with
these methods, RSVMI is guaranteed to get the optimal solution.

In summary, the contributions of this paper are as follows.
(1) We propose a modified SVM which is robust to label noise, and prove that the optimization problem

of the robust SVM is still a convex quadratic programming problem.
(2) In order to apply the robust SVM to crowdsourced data, two methods are proposed to estimate

the noise level of integrated labels.
(3) Our algorithm greatly reduces the labeling costs and at the same time maintains moderate perfor-

mance.
The rest of this paper is organized as follows. Section 2 introduces the related work on ground truth

inference algorithms for crowdsourcing. Section 3 describes our algorithm RSVMI. In Section 4, we
report the experimental results on the benchmark data sets and the real-world crowdsourced data sets.
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In Section 5, we conclude the paper and outline the main directions for future work.

2 Related work

Using repeated labeling to obtain multiple labels is practiced in applications where labeling is not perfect.
However, this approach introduces some scientifically challenging issues, such as combining the unknown
expertise of labelers and dealing with disagreements over labeled samples. To address these issues, there
have been a lot of studies on how to infer the integrated labels from the multiple labels over the past few
years.

MV is the simplest and most straightforward algorithm, but it is not reasonable that MV assumes
that all labels are equally good. Obviously, the labels provided by reliable annotators should have higher
credibility, and so these labels should have greater weights. Therefore, WMV is used to improve MV.
Tian and Zhu [6] proposed a new concept-crowdsourcing margin which transforms the ground truth
inference problem into an optimization problem. The reliability of each labeler is obtained by solving the
optimization problem. Recently, the work in [7] proposed an algorithm based on differential evolution
to solve the label integration problem. By setting up fitness functions for weights, differential evolution
algorithms are used to calculate the weight of each crowdsourced label. Zhang et al. [8] proposed a ground
truth inference algorithm named MNLDP. MNLDP is based on an assumption that it is more likely that
two samples with a small distance have the same true label. In MNLDP, each sample absorbs a part of
the multi-noise label distribution from its nearest neighbors, but at the same time maintains a part of its
own multi-noise label distribution.

Besides WMV, there are many ground truth inference algorithms based on EM, such as DS [10],
GLAD [19], RY [11] and ZC [12]. EM-based algorithms tend to use probability parameters to measure
the reliabilities of labelers and (or) the difficulty of labeling samples, and the EM algorithms are used to
calculate these probability parameters and hidden true labels. For example, DS established a confusion
matrix π for each labeler in the inferring process. The element πij in the confusion matrix denotes
the probability that the worker provides the label i to the sample with the true label j. Similarly, RY
proposed two parameters sensitivity and specificity. In RY, the parameter sensitivity represents the
labeler’s prejudice to the positive label and the parameter specificity represents the labeler’s prejudice to
the negative label.

In recent years, some scholars have proposed different ground truth inference algorithms. Karger et
al. [15] proposed a new algorithm KOS based on belief propagation and low-rank matrix approximation
for deciding which tasks to assign to which workers and for inferring true labels from the crowdsourced
labels. Rodrigues et al. [20] introduced a crowdsourced classifier based on Gaussian processes (GP).
In their model, the true underlying labels are treated as latent variables by means of a GP. On the
basis of [11, 20], Ruiz et al. [17] proposed an algorithm to infer all unknowns by Variation Bayes. In
addition, one future direction is how to adapt partial label learning algorithms [21] and deep learning
algorithms [22,23] to utilize the information provided by crowd labelers to overcome the negative effects
of the labeling uncertainty.

Although researchers have done a lot of studies on ground truth inference, for many algorithms such
as WMV and algorithms based on EM, their performance is closely related to the number of labelers.
More crowdsourced labels are collected for each sample, better performance can these algorithms show.
But more crowdsourced labels mean higher costs. Thus, in this paper, we propose an inference algorithm
based on a label noise robust SVM. With the help of the label noise robust SVM, our method still shows
good performance when the number of labelers is small.

3 Robust support vector machine inference model

3.1 A label noise robust SVM for uniform noise

Building a robust classifier is not a new technique in the machine learning community, especially in
adversary learning [24]. Biggio et al. [25] proposed a preliminary investigation of the robustness of SVM
against adversarial data manipulation. In their paper, they assumed that the adversary controls some
training data in order to disrupt the SVM learning process. In other words, there are some adversaries to
deliberately flip the labels of some training samples (i.e., the positive (negative) samples are flipped to the
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negative (positive)), so that the classifier is misled. Since it is impossible to predict which samples would
be flipped in advance, they assumed that the probability of each sample being flipped was µ. Based on
this assumption, for a binary classification problem, label noise can be explicitly modeled by assuming
that the labels in the training data set {xi, yi}

n
i=1 ∈ X × {−1,+1} can be flipped and the probability of

being flipped is µ.
For a noise-free data set, a soft-margin SVM [26,27] usually needs to solve the following optimization

problem:

min
w,b,ξ

1

2
wTw + C

n
∑

i=1

ξi

s.t. yi(w
Txi + b) > 1− ξi, i = 1, . . . , n,

ξi > 0, i = 1, . . . , n.

(1)

Where the variable ξi denotes the extent to which the sample xi violates the margin and n is the number
of training samples. w, b are the parameters of the decision hyperplane. In order to solve the problem (1)
effectively, it is usually transformed into a dual problem by Lagrange multiplier method. In matrix form,
this dual problem can be written as

min
α

1

2
αTQα− 1T

nα

s.t. 0 6 αi 6 C, i = 1, . . . , n,
n
∑

i=1

αiyi = 0.

(2)

Where the matrix Q = K ◦yyT, α = [α1, . . . , αn]
T, and 1n is a column vector of n ones. The elements of

matrix Q are Qij = yiyjK(xi,xj), i, j = 1, 2, . . . , n. K is the kernel matrix, whose elements K(xi,xj) =
φ(xi)

Tφ(xj), i, j = 1, 2, . . . , n. The non-linear map φ : X → Φ maps training samples to a higher
dimensional feature space.

Owing to the label noise in the training data set, each label yi is replaced by y′i = yi(1 − 2ǫi), where
the variable ǫi represents whether the sample’s label yi is flipped (ǫi = 1) or not (ǫi = 0). Obviously, in
the dual problem, the label noise will affect the matrix Q in the optimization problem (2). Thus, the
elements of matrix Q are written as

Qij = yiyjK(xi,xj)(1− 2ǫi)(1− 2ǫj), i, j = 1, 2, . . . , n. (3)

As mentioned above, Biggio et al. [25] assumed each label yi is independently flipped with the proba-
bility µ. In other words, ǫ1, ǫ2, . . . , ǫn are n i.i.d. boolean random variables, and µ is the probability of
ǫi = 1. The variance of ǫi is σ

2 = µ(1 − µ). Under this assumption, they used the expected value of Qij

to replace Qij .

E [Qij ] =

{

yiyjK (xi,xj)
(

1− 4σ2
)

, if i 6= j,

yiyjK (xi,xj) , otherwise.
(4)

The final optimization problem is written as

min
α

1

2
αTQα− 1Tα+

S

1− S

[

1

2
αT (Q ◦ In×n)α− 1Tα

]

s.t. 0 6 αi 6 C, i = 1, . . . , n,
n
∑

i=1

αiyi = 0,

(5)

where S = 4σ2, and In×n is a unit matrix. Obviously, the robust SVM based on (5) is more suitable for
uniform noise case, because it assumes that the probability of label flipping is the same for each sample.

3.2 A label noise robust SVM for crowdsourcing

We must admit that no matter which inference algorithm is used, there is always some noise in the
integrated labels. Thus, the key of crowdsourcing learning is how to cope with label noise. To this end,
we try to use a robust SVM to infer true labels.
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However, the robust SVM proposed by [25] is more suitable for uniform noise case, and such a model
is not suitable for crowdsourcing system because this model ignores the different abilities of labelers and
the difficulties of samples.

Here we assume that the random variables ǫ1, ǫ2, . . . , ǫn are independent of each other, and they all
obey two-point distributions. qi is the probability of ǫi = 1. Thus the expected value of Qij is written as

E [Qij ] =

{

yiyjK(xi,xj)(1− 2qi)(1 − 2qj), if i 6= j,

yiyjK(xi,xj), otherwise.
(6)

Now, we can use the expected value of Qij to replace Qij . Therefore, we only need to solve the following
optimization problem:

min
α

1

2
αTE[Q]α− 1T

nα

s.t. 0 6 αi 6 C, i = 1, . . . , n,
n
∑

i=1

αiyi = 0,

(7)

where the elements of matrix E[Q] are E[Qij] (i, j = 1, 2, . . . , n) defined in (6). Although our hypothesis
makes the model unable to be simplified to the form similar to (5), it does not make the optimization
problem difficult to solve. The proposed method only yields a kernel matrix correction. It is easy to
prove that as long as the original kernel K is positive definite, the problem (7) is still a convex quadratic
programming problem and is guaranteed to get the optimal solution. Although the original optimization
problem has been modified, it does not make the problem too complicated.

Theorem 1. If the original kernel K is positive definite, the problem (7) is still a convex quadratic
programming problem.

Proof. Since K is a positive definite kernel on X × X , there is a map φ, which makes

K(x, z) = φ(x) · φ(z),

so for any vector c = (c1, c2, . . . , cn)
T,

n
∑

i,j=1

cicj(1 − 2qi)(1− 2qj)(φ(xi) · φ(xj))yiyj

=

(

n
∑

i=1

ci(1− 2qi)φ (xi) yi

)

·





n
∑

j=1

cj(1− 2qj)φ (xj) yj





=

∥

∥

∥

∥

∥

n
∑

i=1

ci(1 − 2qi)φ (xi) yi

∥

∥

∥

∥

∥

2

> 0. (8)

Owing to qi ∈ [0, 1], 4qi(1− qi) > 0, then

n
∑

i=1

c2i 4qi(1− qi)φ(xi)
2y2i > 0. (9)

Thus,

cTE[Q]c =

n
∑

i,j=1

cicj(1 − 2qi)(1− 2qj)(φ(xi) · φ(xj))yiyj

+
n
∑

i=1

c2i 4(qi − q2i )y
2
i φ(xi)

2
> 0. (10)

Therefore, E[Q] is still a positive semidefinite matrix, and the problem (7) is still a convex quadratic
optimization problem.
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Figure 1 (Color online) Standard SVMs trained on (a) untainted and (b) tainted data (the first and second plots, respectively),

robust SVMs with (c) µ = 0.16 and (b) different qi trained on tainted data (the third and fourth plots). The lines in the middle

of the data clouds represent the classification boundaries.

Now, let us take an artificial binary toy classification data set as an example to illustrate the effective-
ness of the robust SVMs. The data set is artificially generated from two normal distributions. It contains
600 data points with two-dimensional features, half for training and half for testing. In this experiment,
we divide the data set into three parts. The two features of each sample in the first part are both greater
than 0, the two features of each sample in the second part are both less than 0, and the remaining third
part. We only flip the samples of the first two parts, and the probabilities that the samples of these two
parts are flipped are 0.85 and 0.75 respectively. On the basis of this setting, we randomly flip the labels
of 49 training samples. For the robust SVM based on (5), µ = 49/300 ≈ 0.16. For our robust SVM based
on (7), the corresponding qi of the samples of the first and second parts are 0.85 and 0.75 respectively,
and the corresponding qi of the samples of the third part is 0.

Figure 1 graphically shows the detailed process and results. In Figure 1, each red square (blue dot)
represents a positive (negative) sample. The symbol of the triangle means that this sample has been
flipped, that is, the red (blue) triangle means that the correct class of the sample is negative (positive),
but is flipped as a positive (negative) sample.

Figure 1(a) shows the original SVM trained on untainted data, with an accuracy of 98.33% on the test
set. Figure 1(b) shows the original SVM trained on tainted data, with an accuracy of 89.33% on the test
set. Figure 1(c) shows the robust SVM based on (5) (µ = 0.16) trained on tainted data, with an accuracy
of 92.67% on the test set. Figure 1(d) shows our robust SVM based on (7) (different qi) trained on tainted
data, with an accuracy of 95.33% on the test set. Obviously, label noise significantly weakens the SVM’s
performance. Both robust SVMs can counteract the label noise to some extent. As we expected, in the
case that label noise is not completely random, our robust SVM based on (7) performs better. In this
experiment, the setting mode of qi (only three values) is a little rough. In order to use our robust SVM
to infer integrated labels of crowdsourced data, the key is how to estimate qi, i = 1, 2, . . . , n. Next, we
propose two methods to estimate these probabilities.

3.3 Ground truth inference using robust SVMs

As mentioned above, in order to apply our robust SVM to solve ground truth inference problems, we
need to accurately estimate the probability that the label of each sample i is flipped, qi. In this paper,
we propose two methods to estimate qi (i = 1, 2, . . . , n), where n is the number of the samples. It is
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worth noting that in Subsection 3.2 we propose an assumption that each label is flipped independently.
Generally, workers in the crowdsourcing system make decisions independently. We can approximately
think that in a crowdsourcing system, the probability of each integrated label being flipped is also
independent of each other.

First, we reconsider the mathematical form of MV in binary classification tasks. For a sample i, it
associates a multiple label set li = {lji}

J
j=1, where J is the number of workers and lji ∈ {+1, 0,−1}, +1,

−1, 0 represent positive, negative, and null (i.e., labeler j did not label the sample i) respectively. Let
the number of non-zero elements in the set li be Ni.

For the sample i, MV assigns it an estimated label ŷi which is regarded as a true label temporarily.
On this basis, the quality of the labeler j is defined as

pj =

∑n
i=1 δ(l

j
i = ŷi)

∑n
i=1 |l

j
i |

, (11)

where δ(·) is the indicator function. Thus, we define the average labeling quality of the workers who label
the sample i as

pi =

∑J
j=1 pj |l

j
i |

Ni
. (12)

As long as the number of positive labels in the multiple label set li exceeds Ni/2, the integrated label
will be positive. So the probability of the integrated label being flipped obeys a binomial distribution,
and qi corresponding to each sample i is

qi = Pr(ŷi 6= yi) =

⌊Ni/2⌋
∑

m=0

(

Ni

m

)

pmi (1− pi)
Ni−m. (13)

Using (13), we can get the probability that each sample’s integrated label is flipped. The first approach
is based on the idea that label noise comes from false labels provided by labelers.

The second approach is based on the idea that different multiple label sets carry different information.
For example, one sample with the multiple label set {+,+,+,+,+,+,−} and another sample with
the multiple label set {+,+,+,+,−,−,−}, obviously, in MV, the integrated labels of both samples are
positive. However, the probabilities that their integrated labels are flipped are quite different. Intuitively,
we think the latter is more likely to be flipped than the former. Based on this idea, we propose another
method to estimate the probabilities qi, i = 1, 2, . . . , n.

We firstly need a scalar to measure the uncertainty of each multiple label set. In information theory
and statistics, entropy is usually used to be the uncertainty measure of random variables. The greater the
entropy is, the greater the uncertainty of random variables is. In a crowdsourcing system, for a sample
i, the entropy of its multiple label set li is defined as

H(li) = −pneg log2(pneg)− ppos log2(ppos), (14)

where

pneg =
Neg

Pos + Neg
, ppos =

Pos

Pos + Neg
, (15)

Pos and Neg are the numbers of positive and negative samples respectively. Because entropy does not
directly reflect the probability of label flipping, we use a modified sigmoid function to convert it into
probability

qi = Pr(ŷi 6= yi) = 2

(

1

1 + e−tH(li)
−

1

2

)

, (16)

where t > 0 is a hyperparameter that adjusts the probability. When t is fixed, qi is an increasing function
ofH(li). In (16), when the entropyH(li) = 0, the probability qi = 0. When the entropyH(li) reaches the
maximum value of 1, the probability qi(t) = 2( 1

1+e−t −
1
2 ). Obviously, qi(t) is a monotonically increasing
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function, where qi(1) = 0.46, qi(2) = 0.76, qi(3) = 0.91, qi(4) = 0.96 and qi(5) = 0.98. When t > 4, qi(t)
is already close to 1 and the increasing trend slows down. Thus, in our paper, we set t = 4.

Now we summarize our inference algorithm as follows. When we get a training data with crowdsourced
labels, firstly we use MV to get the initial integrated labels of data, and estimate the noise level of inte-
grated labels, that is, we calculate qi, i = 1, 2, . . . , n using (13) or (16). Then we plug these probabilities
into the problem (7) and the robust SVM based on (7) is built. Finally the robust SVM is used to update
the integrated labels of data. We call our algorithm robust support vector machine inference (RSVMI).
Our algorithms based on (13) and (16) are denoted as RSVMIw and RSVMIe respectively. Algorithm 1
describes the detailed algorithmic procedure of RSVMI.

Algorithm 1 RSVMI

Require: Data set {xi}
n

i=1 and the corresponding multiple label set {li}
n

i=1.

Ensure: Integrated labels {ŷi}
n

i=1.

1: Use MV to get the initial integrated labels of {xi}
n

i=1.

2: Use (13) or (16) to estimate probabilities qi, i = 1, 2, . . . , n.

3: Build the robust SVM based on (7).

4: Use the robust SVM to relabel data set {xi}
n

i=1, and get the updated integrated labels {ŷi}
n

i=1.

5: Return {ŷi}
n

i=1.

4 Experiments and results

4.1 Experiments on benchmark data sets

In all these experiments, we compare our ground truth inference algorithms RSVMIe and RSVMIw with
MV, DS, KOS, RY and MNLDP. The performance of these algorithms is compared using two general
metrics: the label quality of data and the model quality of built target classifier (i.e., classification
accuracy). SVM is chosen as the target classifier. For both the robust classifier and the target classifier,
we use linear kernel. The parameter t in (16) is set to 4. We implement RSVMI and MNLDP on the
CEKA platform [28] and use the existing implementations of MV, RY, DS and KOS on the CEKA
platform. We also use the existing implementation of SVM on the WEKA platform [29]. All experiment
results are obtained via 10 runs of 5-fold-cross-validation.

In this part, each ground truth inference algorithm will be tested on 18 binary classification benchmark
data sets from the UCI machine learning databases [30], which represent a wide range of domains and
data characteristics. In order to obtain the simulated multiple label sets of data, each sample is labeled
by J simulated labelers. It is worth noting that in the benchmark data experiments, each virtual labeler
labels all training samples, so the number of labelers J represents that each sample gets J crowdsourced
labels. The label quality of each labeler is pj (j = 1, 2, . . . , J). That is, the jth labeler will assign a
sample to its true class with probability pj and the opposite value with probability 1− pj . The labeling
quality of each labeler pj is generated randomly from a uniform distribution on the interval [0.55, 0.75],
i.e., pj ∈ [0.55, 0.75] (j = 1, 2, . . . , J). After each sample obtains the simulated multiple label set, we
apply seven ground truth inference algorithms: RSVMIw, RSVMIe, MV, KOS, RY, DS and MNLDP to
infer integrated labels. The test set does not involve the calculation of label quality.

In order to compare the impact of the number of labelers on the performance of inference algorithms,
two series of experiments were run:

• In the first series of experiments, the performance of seven algorithms on two randomly selected data
sets is compared as the number of labelers increases from 3 to 29.

• In the second series of experiments, the number of labelers is fixed at 3 and 5, and the performance
of 7 algorithms on 18 data sets is compared.

4.1.1 The first series of experiments

In order to observe the relationship between the performance of these ground truth inference algorithms
and the number of labelers, we made some explored experiments on two randomly selected data sets
breast-w and diagnosis. The above seven algorithms were run on the two data sets, and the number of
labelers is from 3 to 29. Figure 2 shows the changing trend of the label qualities with the number of
labelers. From Figure 2, we can see that both RSVMIw and RSVMIe show better performance compared
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Figure 2 (Color online) Comparisons of label quality under different numbers of labelers. (a) Breast-w data set; (b) diagnosis

data set.

Table 1 The label quality (%) comparisons with J = 3

Data set MV KOS DS RY MNLDP RSVMIw RSVMIe

blood 74.06 74.06 76.20 74.36 74.33 76.30 76.54

breast-cancer 67.85 46.53 70.30 66.79 70.64 71.34 73.10

breast-w 65.95 51.59 65.52 65.20 77.76 84.93 87.40

credit-a 63.19 54.17 51.96 66.38 71.96 78.88 80.04

diagnosis 69.17 59.58 50.42 66.04 78.54 87.08 88.33

haberman 72.89 62.71 73.53 72.56 72.55 72.89 73.21

heart-c 68.65 67.09 52.07 66.34 75.17 79.04 81.02

heart-h 64.96 55.40 63.95 63.84 71.43 76.18 79.76

heart-statlog 71.11 59.63 55.56 67.41 78.80 82.13 82.22

hepatitis 70.97 57.26 79.35 67.42 73.39 79.52 81.45

house-vote 59.31 58.62 61.38 57.47 66.67 71.44 82.01

income 64.17 42.13 51.25 65.75 67.25 73.71 75.88

ionosphere 68.38 54.00 64.10 68.52 71.15 84.76 78.28

labor 70.16 39.84 64.88 52.17 82.91 85.08 89.03

pima 62.76 50.64 65.10 63.87 67.51 71.09 71.16

splice 71.61 71.61 51.82 70.31 84.64 95.70 97.14

vote 57.93 53.45 51.84 55.52 69.89 74.60 88.56

z-alizadeh-sani 69.97 49.97 71.28 70.13 71.70 74.42 78.80

Average 67.39 56.02 62.25 65.56 73.68 78.84 81.33

Average ranking 4.6944 6.4444 5.1111 5.2778 3.3333 2.0278 1.1111

with the other five algorithms. Especially when the number of labelers is relatively small, the label
qualities of RSVMIw and RSVMIe are much higher than other five algorithms. And of course, the gap
among these algorithms is gradually closing as the number of labelers increases. This also confirms what
we said before, for many algorithms, their performance is closely related to the number of crowdsourced
labels. When the number of crowdsourced labels is small, their performance is limited. But as the number
of crowdsourced labels increases, their performance has significant improvement.

4.1.2 The second series of experiments

In order to further test the performance of our algorithms, in the second series of experiments, all seven
ground truth inference algorithms were run on 18 data sets and the number of labelers was fixed at 3
and 5. Tables 1–4 show the experimental results when the number of labelers is 3. Tables 5–8 show the
experimental results when the number of labelers is 5.

Tables 1, 2, 5 and 6 show the detailed integrated label qualities and model qualities. For the further
comparison of multiple algorithms over multiple data sets [31, 32], we employ the KEEL data-mining
software tool [33] to conduct a Friedman test with the corresponding post-hoc tests [34,35] (e.g., Nemenyi
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Table 2 The classification accuracy (%) comparisons with J = 3

Data set MV KOS DS RY MNLDP RSVMIw RSVMIe

blood 76.18 76.18 76.18 76.18 76.18 76.45 76.45

breast-cancer 68.87 68.87 70.28 67.82 72.02 69.27 72.07

breast-w 95.57 95.57 65.54 94.30 97.00 78.40 79.68

credit-a 73.04 52.75 47.68 71.59 76.67 77.83 78.99

diagnosis 77.50 59.17 40.83 71.67 80.00 90.00 91.67

haberman 72.89 62.71 73.53 72.56 72.55 72.89 73.21

heart-c 74.92 74.92 55.10 71.43 76.54 78.59 79.24

heart-h 76.47 60.76 64.03 63.73 76.17 77.16 81.56

heart-statlog 75.56 75.19 55.56 74.81 77.78 78.78 80.74

hepatitis 72.26 52.90 79.35 76.13 62.58 76.13 78.06

house-vote 81.84 77.01 61.38 72.18 74.94 74.94 83.68

income 71.83 71.83 47.00 68.33 71.67 74.67 76.50

ionosphere 72.87 50.77 65.31 54.41 72.87 77.48 92.73

labor 84.20 37.62 64.48 37.06 82.38 84.20 85.73

pima 62.76 50.64 65.10 63.87 67.51 71.09 71.16

splice 73.66 73.66 48.24 74.19 79.66 93.09 95.44

vote 88.51 58.39 61.38 79.54 82.99 87.82 88.28

z-alizadeh-sani 72.62 58.71 71.32 72.56 75.57 73.86 76.89

Average 76.20 64.32 61.79 70.13 76.39 78.48 81.23

Average ranking 3.8333 5.6389 5.3889 5.3611 3.6111 2.7500 1.4167

Table 3 The label quality (%) post-hoc comparisons with J = 3 a)

i Algorithm z = (R0 − Ri)/SE p

1 KOS vs. RSVMIe 7.406561 0

2 KOS vs. RSVMIw 6.133558 0

3 RY vs. RSVMIe 5.786376 0

4 DS vs. RSVMIe 5.554921 0

5 MV vs. RSVMIe 4.976283 0.000001

6 RY vs. RSVMIw 4.513373 0.000006

7 KOS vs. MNLDP 4.320494 0.000016

8 DS vs. RSVMIw 4.281918 0.000019

9 MV vs. RSVMIw 3.70328 0.000213

10 MNLDP vs. RSVMIe 3.086067 0.002028

11 RY vs. MNLDP 2.700309 0.006928

12 DS vs. MNLDP 2.468854 0.013555

13 MV vs. KOS 2.430278 0.015087

14 MV vs. MNLDP 1.890216 0.058729

15 KOS vs. DS 1.85164 0.064078

16 MNLDP vs. RSVMIw 1.813064 0.069822

17 KOS vs. RY 1.620185 0.105193

18 RSVMIw vs. RSVMIe 1.273003 0.203017

19 MV vs. RY 0.810093 0.417887

20 MV vs. DS 0.578638 0.562834

21 DS vs. RY 0.231455 0.816961

a) Nemenyi’s procedure rejects those hypotheses that have an unadjusted p-value 6 0.002381:

• KOS vs. RSVMIe

• KOS vs. RSVMIw

• RY vs. RSVMIe

• DS vs. RSVMIe

• MV vs. RSVMIe

• RY vs. RSVMIw

• DS vs. RSVMIw

• MV vs. RSVMIw

• MNLDP vs. RSVMIe

test). The average rankings of algorithms are shown on the bottom of these tables. To avoid redundancy,
the calculation processes of Friedman tests will not be listed in detail. Tabels 3, 4, 7 and 8 show the
results of these post-hoc tests.

Those results strongly demonstrate the superiority of our algorithm in improving label quality and



Yang W J, et al. Sci China Inf Sci March 2023 Vol. 66 132103:11

Table 4 The classification accuracy (%) post-hoc comparisons with J = 3 a)

i Algorithm z = (R0 − Ri)/SE p

1 KOS vs. RSVMIe 5.863527 0

2 DS vs. RSVMIe 5.516345 0

3 RY vs. RSVMIe 5.477769 0

4 KOS vs. RSVMIw 4.011887 0.00006

5 DS vs. RSVMIw 3.664705 0.000248

6 RY vs. RSVMIw 3.626129 0.000288

7 MV vs. RSVMIe 3.356098 0.000791

8 MNLDP vs. RSVMIe 3.047491 0.002308

9 KOS vs. MNLDP 2.816036 0.004862

10 MV vs. KOS 2.507429 0.012161

11 DS vs. MNLDP 2.468854 0.013555

12 RY vs. MNLDP 2.430278 0.015087

13 MV vs. DS 2.160247 0.030754

14 MV vs. RY 2.121671 0.033865

15 RSVMIw vs. RSVMIe 1.85164 0.064078

16 MV vs. RSVMIw 1.504458 0.132464

17 MNLDP vs. RSVMIw 1.195851 0.231755

18 KOS vs. RY 0.385758 0.699676

19 KOS vs. DS 0.347183 0.728454

20 MV vs. MNLDP 0.308607 0.757621

21 DS vs. RY 0.038576 0.969229

a) Nemenyi’s procedure rejects those hypotheses that have an unadjusted p-value 6 0.002381:

• KOS vs. RSVMIe

• DS vs. RSVMIe
• RY vs. RSVMIe

• KOS vs. RSVMIw
• DS vs. RSVMIw

• RY vs. RSVMIw
• MV vs. RSVMIe

• MNLDP vs. RSVMIe

Table 5 The label quality (%) comparisons with J = 5

Data set MV KOS DS RY MNLDP RSVMIw RSVMIe

blood 75.43 75.33 76.20 76.47 76.23 74.50 74.77

breast-cancer 66.06 65.03 70.27 64.31 65.04 62.92 66.42

breast-w 73.53 73.53 65.52 73.28 88.48 94.71 95.00

credit-a 73.33 74.93 55.51 73.66 80.72 85.62 84.53

diagnosis 69.38 64.38 50.00 65.63 81.88 94.79 95.21

haberman 70.59 57.50 73.53 66.04 69.59 73.20 73.53

heart-c 77.23 78.47 53.87 75.75 79.28 82.58 83.58

heart-h 71.88 64.14 63.94 65.25 77.82 80.20 78.66

heart-statlog 73.98 73.06 55.56 72.96 77.50 81.02 82.41

hepatitis 72.90 45.81 79.35 54.84 74.19 75.48 77.42

house-vote 74.02 52.41 61.38 65.29 82.99 88.05 89.20

income 73.21 73.50 51.25 73.21 74.33 76.29 75.88

ionosphere 72.06 53.87 64.13 66.07 74.91 80.61 76.95

labor 71.47 43.78 58.04 58.04 76.36 81.82 81.82

pima 79.63 79.98 65.11 80.18 80.73 73.21 71.45

splice 83.07 83.07 50.26 83.07 92.45 94.40 95.18

vote 75.46 75.34 61.38 74.20 87.99 93.62 89.20

z-alizadeh-sani 73.91 68.83 71.29 68.29 78.45 77.39 78.71

Average 73.73 66.83 62.59 69.81 78.83 81.69 81.66

Average ranking 4.3056 5.4444 5.5 5.1667 3 2.5833 2

model quality when the number of labelers is small. We summarize these experimental results as follows.

(1) When the number of labelers is small, Tables 1 and 5 show that our algorithms can improve
the label quality no matter in the case of J = 3 or J = 5. When J = 3, the average label qualities
obtained by the seven algorithms are 67.39% (MV), 56.02% (KOS), 62.25% (DS), 65.56% (RY), 73.68%
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Table 6 The classification accuracy (%) comparisons with J = 5

Data set MV KOS DS RY MNLDP RSVMIw RSVMIe

blood 76.2 76.2 76.2 76.2 76.2 76.2 76.74

breast-cancer 65.03 59.52 70.24 62.3 68.51 67.85 69.56

breast-w 94.99 95.42 65.51 94.42 96.29 76.68 78.25

credit-a 84.64 84.64 55.51 84.78 83.77 84.93 85.8

diagnosis 89.17 74.17 45.83 78.33 96.67 95 97.5

haberman 72.56 72.56 73.55 72.56 72.24 73.55 73.55

heart-c 77.16 69.52 49.27 71.84 77.25 81.51 82.51

heart-h 71.8 52.11 63.94 65.62 69.16 73.74 74.76

heart-statlog 76.67 77.78 55.56 77.78 77.41 83.7 82.59

hepatitis 78.06 71.61 79.35 81.29 79.35 81.29 81.29

house-vote 87.59 72.41 61.38 88.05 88.74 91.49 88.97

income 72.33 73.5 48 70.17 69.33 75.17 76.17

ionosphere 72.15 52.92 58.19 52.62 73.43 72.44 74.22

labor 68.48 58.79 58.85 55.69 68.2 75.59 75.59

pima 71.23 72.26 65.1 67.95 68.34 71.62 72.26

splice 82.92 82.92 49.8 82.92 86.83 93.74 95.83

vote 94.25 93.56 61.38 90.11 92.64 94.71 90.11

z-alizadeh-sani 74.09 74.34 71.29 73.02 72.44 77.96 78.12

Average 78.3 73.01 61.61 74.76 78.71 80.4 80.77

Average ranking 4.1944 4.75 5.8056 4.8333 4.0278 2.5833 1.8056

Table 7 The label quality (%) post-hoc comparisons with J = 5 a)

i Algorithm z = (R0 − Ri)/SE p

1 DS vs. RSVMIe 4.860556 0.000001

2 KOS vs. RSVMIe 4.744828 0.000002

3 RY vs. RSVMIe 4.397645 0.000011

4 DS vs. RSVMIw 4.050463 0.000051

5 KOS vs. RSVMIw 3.934735 0.000083

6 RY vs. RSVMIw 3.587553 0.000334

7 DS vs. MNLDP 3.471825 0.000517

8 KOS vs. MNLDP 3.356098 0.000791

9 MV vs. RSVMIe 3.24037 0.001194

10 RY vs. MNLDP 3.008915 0.002622

11 MV vs. RSVMIw 2.430278 0.015087

12 MV vs. MNLDP 1.85164 0.064078

13 MV vs. DS 1.620185 0.105193

14 MV vs. KOS 1.504458 0.132464

15 MNLDP vs. RSVMIe 1.38873 0.164915

16 MV vs. RY 1.157275 0.24716

17 RSVMIw vs. RSVMIe 0.810093 0.417887

18 MNLDP vs. RSVMIw 0.578638 0.562834

19 DS vs. RY 0.46291 0.643429

20 KOS vs. RY 0.347183 0.728454

21 KOS vs. DS 0.115728 0.907869

a) Nemenyi’s procedure rejects those hypotheses that have an unadjusted p-value 6 0.002381:

• DS vs. RSVMIe

• KOS vs. RSVMIe
• RY vs. RSVMIe

• DS vs. RSVMIw
• KOS vs. RSVMIw

• RY vs. RSVMIw
• MV vs. RSVMIe

(MNLDP), 78.84% (RSVMIw) and 81.33% (RSVMIe). When J = 5, the average label qualities obtained
by the seven algorithms are 73.73% (MV), 66.83% (KOS), 62.59% (DS), 69.81% (RY), 78.83% (MNLDP),
81.69% (RSVMIw) and 81.66% (RSVMIe). It can be seen from the average label qualities that when the
number of labelers is reduced from 5 to 3, RSVMIe and RSVMIw can still maintain relatively moderate
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Table 8 The classification accuracy (%) post-hoc comparisons with J = 5 a)

i Algorithm z = (R0 − Ri)/SE p

1 DS vs. RSVMIe 5.554921 0

2 DS vs. RSVMIw 4.474797 0.000008

3 RY vs. RSVMIe 4.204766 0.000026

4 KOS vs. RSVMIe 4.089039 0.000043

5 MV vs. RSVMIe 3.317522 0.000908

6 RY vs. RSVMIw 3.124643 0.00178

7 MNLDP vs. RSVMIe 3.086067 0.002028

8 KOS vs. RSVMIw 3.008915 0.002622

9 DS vs. MNLDP 2.468854 0.013555

10 MV vs. DS 2.237399 0.02526

11 MV vs. RSVMIw 2.237399 0.02526

12 MNLDP vs. RSVMIw 2.005944 0.044862

13 KOS vs. DS 1.465882 0.14268

14 DS vs. RY 1.350154 0.176966

15 RY vs. MNLDP 1.118699 0.263268

16 RSVMIw vs. RSVMIe 1.080123 0.280087

17 KOS vs. MNLDP 1.002972 0.315874

18 MV vs. RY 0.887244 0.374947

19 MV vs. KOS 0.771517 0.440401

20 MV vs. MNLDP 0.231455 0.816961

21 KOS vs. RY 0.115728 0.907869

a) Nemenyi’s procedure rejects those hypotheses that have an unadjusted p-value 6 0.002381:

• DS vs. RSVMIe

• DS vs. RSVMIw
• RY vs. RSVMIe

• KOS vs. RSVMIe
• MV vs. RSVMIe

• RY vs. RSVMIw
• MNLDP vs. RSVMIe

performance.

(2) Tables 3 and 7 show the label quality post-hoc comparisons when the numbers of labelers are 3
and 5 respectively. The label quality post-hoc comparisons further demonstrate the superiority of our
algorithm. From Table 3, we can see that RSVMIe performs significantly better than MV, KOS, DS, RY
and MNLDP. RSVMIw also performs significantly better than MV, KOS, DS and RY. From Table 7,
we can still reach similar conclusion.

(3) In addition to label quality, our method RSVMI still performs well in model quality. Tables 2 and
6 show the detailed classification accuracy results when the numbers of labelers are 3 and 5 respectively.
When J = 3, the average model qualities of applying MV, KOS, DS, RY, MNLDP, RSVMIw and
RSVMIe are 76.20%, 64.32%, 61.79%, 70.13%, 76.39%, 78.48% and 81.23%. When J = 5, the average
model qualities of applying MV, KOS, DS, RY, MNLDP, RSVMIw and RSVMIe are 78.3%, 73.01%,
61.61%, 74.76%, 78.71%, 80.4% and 80.77%.

(4) Tables 4 and 8 respectively show the results of the model quality post-hoc comparisons under
different experimental settings. Table 4 shows that when the number of labelers is 3, RSVMIe performs
significantly better than MV, KOS, DS, RY and MNLDP. RSVMIw performs significantly better than
KOS, DS, RY. Table 8 shows that when the number of labelers is 5, RSVMIe performs significantly
better than MV, KOS, DS, RY and MNLDP. RSVMIw performs significantly better than DS, RY.

(5) In summary, according to the experimental results under different settings and the corresponding
post-hoc Nemenyi tests, we can conclude that our algorithm RSVMI performs better than its competi-
tors. Especially when the number of crowdsourced labels collected is relatively small, our algorithm is
prominent. What is more, RSVMIe is slightly better than RSVMIw. There may be two reasons for this.
First, there is a deviation in the estimation of the quality of each worker by using MV. Especially, the
lower the number of workers, the worse the performance of MV, which makes pi overestimated. Overes-
timated pi results in the inaccurate estimate of qi, which weakens the performance of the robust SVM.
The second is that in the benchmark data experiments, the number of labels collected for each sample
is the same so that qi, i = 1, 2, . . . , n are the same in RSVMIw. In fact, as mentioned above, different
multiple noisy label sets reveal different information. Therefore, these two reasons affect the performance
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Table 9 Description of five real-world crowdsourced data sets

Data set Task Instance Positive Negative Labeler Label Feature

Leaves-t tilia/oak 141 45 96 70 883 64

Leaves-e eucalyptus/oak 140 45 95 66 930 64

Reuters-0 0/1 1420 934 486 37 3394 50

Income94 <50/>50 600 300 300 73 11999 14

Income94L10 <50/>50 600 300 300 67 6000 10

of RSVMIw to a certain extent.

4.2 Experiments on real-world data sets

In this subsection, we ran our experiments on different real-world data sets including Leaves, Reuters,
Income94, which were collected from Amazon Mechanical Turk (AMT) and are publicly available. In
order to further verify the impact of the number of crowdsourced labels on the inference algorithms, we
consider two strategies. The first is to directly use the original real-world data sets. The second strategy
is that if a sample has more than three crowdsourced labels, we will randomly delete some labels so that
each sample has at most three available crowdsourced labels.

The data sets Leaves and Income94 were downloaded from CEKA [36]. The task of the data set Leaves
is to determine six kinds of leaves pictures. There are 384 samples described by 64 features in the Leaves
data set. The data set Income94 comes from a traditional classification problem that uses 14 features to
determine whether a person makes over $50k/year. The data set provider extracted 300 positive samples
and 300 negative samples from the original problem, and generated two new data sets. The first data
set contains 600 samples with 14 features, and the second is to delete 4 features, so that each sample
has only 10 features. Then these two data sets were submitted to the crowdsourcing platform to collect
crowdsourced labels. In order to distinguish the two data sets, we call the former Income94 and the
latter Income94L10. The data set Reuters was downloaded from the website of the paper [37]. The
original data set Reuters-21578 [38] is a collection of manually categorized newswire stories with labels
such as Acquisitions, Crudeoil, Earnings or Grain. The data set provider only considered the documents
belonging to the ModApte split, and attached a constraint that the documents should not have multiple
labels. This resulted in a total of 7016 documents with 8884 features distributed among 8 classes. Then
1799 documents were submitted to AMT for multiple labelers to label. Since the number of features is
much larger than the number of samples, we use correlation-based feature selection (CFS) [39] to reduce
the number of features to 50.

Because the original data sets Leaves and Reuters are multi-class data sets, in order to adapt the
binary classification in this paper, we extract some binary data sets from original data sets. Two binary
data sets from Leaves are denoted as Leaves-t and Leaves-e respectively. It should be noted that the
Reuters data set is an unbalanced data set, and the total number of samples of class 0 and class 1 is 1501.
Thus we only extract one binary data set from Reuters. The binary data set from Reuters is denoted
as Reuters-0. Taking Leaves-t as an example, in the process of extraction, we first extract samples with
real labels of tilia or oak. For these samples, we delete the crowdsourced labels that are not relevant to
this classification task. That is to say, if a sample with the real label of oak is labeled as eucalyptus by a
worker, this crowdsourced label will not appear in Leaves-t. It should be noted that if the crowdsourced
labels of a sample are always irrelevant to the current classification task, the sample will not appear in
the final binary data set. The detailed data characteristics of these five data sets are listed in Table 9.
Take one of these five data sets as an example, the task of “Leaves-t” is to distinguish leaves of tilia and
oak, which contains 45 positive samples (tilia) and 96 negative samples (oak). In this data set, 70 workers
provided 883 labels.

Figure 3 shows the detailed comparison results of seven algorithms on five real-world crowdsourced data
sets. Figures 3(a) and (b) show the label qualities and model qualities based on seven inference methods
on five original data sets. Figures 3(c) and (d) show the label qualities and model qualities based on seven
inference methods under the second strategy (randomly deleting some labels so that each sample has at
most three available crowdsourced labels). From Figure 3, we can see that our methods perform overall
better than the other five algorithms. Although the second strategy has fewer crowdsourced labels than
the first strategy, especially for the Income94 and Income94L10 data sets, our algorithm can still maintain
a good result. This also proves that RSVMI can achieve our goal: to maintain moderate performance
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(a)

(c)

(b)

(d)

Figure 3 (Color online) The detailed comparison results on three real-world crowdsourced data sets. (a) Label quality comparisons

on original real-world data sets; (b) classification accuracy comparisons on original real-world data sets; (c) label quality comparisons

on modified real-world data sets; (d) classification accuracy comparisons on modified real-world data sets.

while reducing labeling costs.

5 Conclusion and future work

In order to reduce labeling costs and maintain moderate performance simultaneously, this paper proposes
a novel ground truth inference algorithm RSVMI for crowdsourcing learning based on the label noise
robust SVM. By modifying the optimization problem, the robust SVM can use the label noise to establish
the decision hyperplane. It is worth noting that despite the modification of the optimization goal, we still
only need to solve a convex optimization problem. In order to apply the robust SVM to crowdsourced
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data, a crucial issue is how to estimate the noise level of integrated labels. This paper proposes two
methods to estimate the noise level of integrated labels based on a binomial distribution and a modified
sigmoid function respectively. The experimental results show that RSVMI can achieve better performance
than its competitors when the number of labelers is small.

As shown in Section 3, RSVMI must estimate the probability of each initial integrated label being
flipped. Although two estimation methods are proposed in this paper, they are still somewhat rough.
We believe that sophisticated techniques of estimation can improve the performance of RSVMI, and this
will be one of our future work. In addition, although SVM can use kernel trick to deal with nonlinear
separable problems, there are still many limitations. For example, it is difficult for us to select the
appropriate kernel when we do not know the internal structure of the data in advance. One potential
future direction is that designing a more complicated but still trainable label noise robust classifier for
crowdsourcing learning.
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