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Abstract In this paper, we address a novel task, namely, cognition-driven multimodal personality classi-
fication (CMPC), aiming to infer personality traits (e.g., romantic, humorous, and gloomy) shown in real
time by a human being from the perspective of cognitive psychology. Specifically, this task is motivated
by a cognitive difference phenomenon that humans with different personality traits tend to give different
personality-oriented textual descriptions when observing an image. In particular, to tackle the inherent noise
challenges in this CMPC task, we propose a tailored reinforcement learning approach, namely, multi-agent
SelectNet, aiming to integrate the opinion-word and image-region selection strategies to select informative
opinion-word and image-region features for CMPC. To justify the effectiveness of our approach, we construct
six kinds of multimodal personality classification datasets and conduct extensive experiments on the datasets.
Experimental results demonstrate that our approach can significantly outperform other strong competitors,
including the state-of-the-art unimodal and multimodal approaches.
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1 Introduction

In the literature, existing studies on personality prediction [1-3] routinely focus on automatically pre-
dicting the personality of a human being based on the implicit and abstract Big Five [1] personality
descriptors (i.e., conscientiousness, extraversion, agreeableness, neuroticism, and openness to experience)
and treat personality prediction as a regression task of scoring in the range of [0,1]. In this study, we
extend the research of personality prediction to an explicit and concrete classification scenario and pro-
pose a new personality prediction task, namely, cognition-driven multimodal personality classification
(CMPC), which aims at predicting personality traits (e.g., romantic, gloomy, humorous, and aggressive)
shown in real time by a human being from the perspective of cognitive psychology [4]. Compared to
the traditional personality prediction task, this new task could play a crucial role in the development
of emotional and empathetic virtual agents. For instance, the CMPC task potentially contributes to
developing an interesting robot with a concrete humorous personality trait, just like the famous robot
TARS in the popular movie Interstellar, but it is rather difficult for the traditional task to do this.
Specifically, our CMPC task is inspired by a cognitive difference phenomenon in terms of cognitive
psychology [4] that humans with different personality traits tend to focus on different portions inside
an image (i.e., different image regions) and give different personality-oriented textual expressions when
observing an image. For instance, in Figure 1, a romantic person tends to focus on a whole flower
covered by snow and gives a positive opinion “the flower looks like a dandelion.” By contrast, a gloomy
person tends to focus on the withered flower and gives a negative opinion, i.e., “the flower has withered.”
Inspired by the above cognitive difference phenomenon in human beings, one ideal solution for CMPC
is to simultaneously select personality-relevant opinion words and image regions, discarding irrelevant or
even noisy parts inside a text and an image, and then incorporate the selected opinion words and image
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g “What beautiful = _snow on the day after
Christmas ! The flower looks like a
dandelion , doesn'tit?”
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& “It is snowing and the flower has withered ,
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Figure 1 (Color online) Two descriptions, i.e., E1 and E2, by two persons with different personalities (i.e., romantic and gloomy)
after observing the same image.

regions for personality classification. In this solution, two major challenges exist, which are illustrated as
follows.

On the one hand, selecting personality-relevant opinion words and discarding irrelevant or even noisy
words is challenging. For instance, in E1, the opinion words “beautiful snow” and “the flower looks like
a dandelion” contribute more than other words in implying the romantic personality and thus should be
highlighted, whereas the phrase “doesn’t it” without expressing opinions is more likely to be irrelevant
or noisy and must be filtered because they make little contribution in implying the romantic personality.
One straightforward approach to address this challenge is to employ the soft-attention mechanism as
proposed by Wang et al. [5]. However, such a soft-attention mechanism has a shortcoming as the softmax
function always assigns small but non-zero probabilities to irrelevant or noisy words, which may largely
weaken attention weights given to the few truly discriminative opinion words. Alternatively, a better-
behaved approach to CMPC should highlight discriminative opinion words and discard irrelevant and
noisy ones for personality prediction during model training.

On the other hand, selecting personality-relevant image regions and discarding irrelevant or even noisy
ones inside the image is challenging. For instance, in E2, the image region of the yellow box, i.e., the
withered flower, apparently contributes more in implying the gloomy personality of the person. This
finding is reasonable because gloomy persons are more likely to focus on negative portions inside an
image. In this scenario, the image region of the blue box, i.e., the flower with the covering snow, might
become the noise and should be discarded because snow is usually closely related to romance and may
mislead the model into predicting the romantic personality. Therefore, a better-behaved approach to
CMPC should discard those irrelevant and noisy image regions for personality prediction during model
training.

In this paper, we propose a reinforcement learning-based approach, namely, multi-agent SelectNet
(MASN), to simultaneously tackle the above two challenges. Specifically, we first leverage two pre-
trained models, i.e., Bidirectional Encoder Representations from Transformers (BERT) [6] and residual
network (ResNet) [7], to extract word and image-region features from a text and an image, respectively.
Second, we propose two agents, i.e., opinion-word selector and image-region selector, to select personality-
relevant opinion-word and image-region features for the CMPC task, respectively. Intuitively, the selected
personality-relevant opinion-word features are beneficial for a good image-region selection and vice versa.
Inspired by this intuition, we further propose an agent-sharing module to impose the two agents to collab-
orate with each other to boost the classification performance. Finally, we incorporate the representations
of the selected opinion words and image regions for performing personality classification. The experimen-
tal evaluation demonstrates the impressive effectiveness of our MASN approach to CMPC over several
strong baselines, including the strong unimodal approaches (e.g., BERT and ResNet) and state-of-the-art
attention-based multimodal approaches.

2 Related work

Personality classification. In the literature, various studies have been devoted to personality classifi-
cation in the natural language processing (NLP) field, with the difference in the types of features (i.e.,
text features, image features, or multimodal features). Particularly, Liu et al. [8] proposed a language-
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independent approach to extract character-level text features for predicting the personalities of texts in
different languages. Yamada et al. [9] investigated the impact of user behavior features for personality
classification on the basis of Twitter texts. Arnoux et al. [10] aimed to drastically reduce the tweet
requirement for personality classification and proposed an approach that is applicable to most users
on Twitter. Sun et al. [11] employed neural network models to extract text structures based on texts
from online social networks for personality classification. Silva et al. [12] employed embedding-based
approaches to classify personalities from the Facebook text. Pizzolli et al. [13] focused on extracting the
features of utterances in theater scripts from literary texts. In addition, a few studies have used image
information to perform personality classification. For instance, Liu et al. [14] analyzed how profile images
vary with the personality of users. Ferwerda et al. [15] analyzed the effects of the visual and content
features of Instagram pictures on personality prediction. Moubayed et al. [16] exploited facial features
for personality classification. Xu et al. [17] employed a 2.5D hybrid personality computational model to
gain a comprehensive understanding of one’s personality traits.

Recently, with the development of multimodal analysis technologies, Kampman et al. [18] and Farnadi
et al. [19] also adopted texts and images to predict personality traits. However, the following significant
differences were noted. (1) We propose a new CMPC task, which is inspired by the cognitive difference
of human beings. The images in the Big-Five datasets [1] adopted by the previous two papers only
consist of facial features, which are not suitable for our new CMPC task that aims at leveraging the
cognitive difference of humans to perform personality classification. (2) Our task aims to predict explicit
personality traits (e.g., romantic and humorous) shown in real time by a human being instead of predicting
the implicit and abstract Big-Five personality descriptors [1]. (3) Their approaches simply fuse the text
and image features and fail to identify which word and image region contribute to the final personality
prediction.

Different from all the above studies, we propose a new CMPC task inspired by the cognitive difference of
human beings. To the best of our knowledge, this is the first attempt to address this new task. Moreover,
this is the first study to perform personality classification from the perspective of cognitive psychology
and consider the fine-grained opinion-word and image-region selections for personality classification.

Reinforcement learning. Recently, reinforcement learning approaches have been successfully applied
to many NLP tasks. Specifically, Lei et al. [20] employed reinforcement learning to rationalize neural
prediction for multi-aspect sentiment analysis. Guo [21] leveraged a Q-learning-based neural network
to improve the performance of the text generation task. Huang et al. [22] proposed a hierarchically
structured reinforcement learning approach to generate coherent multi-sentence stories for the visual
storytelling task. Li et al. [23] employed deep reinforcement learning to improve the reward in the chatbot
dialog task. Takanobu et al. [24] employed hierarchical reinforcement learning to model the relation
extraction task. Wang et al. [25] presented a deep reinforcement learning-based model to incorporate the
graph attention mechanism into knowledge graph reasoning. Zhang et al. [26] showed how to combine
long short-term memory (LSTM) with policy gradient to obtain structured representations for the text
classification task.

Recently, multi-agent reinforcement learning (MARL) has attracted increasing attention from NLPers.
The key challenge in MARL is how to design an effective agent-sharing mechanism. In particular,
Feng et al. [27] proposed a communication component between agents and aimed to solve a new multi-
scenario ranking task. Gui et al. [28] also employed MARL with a critic-sharing strategy (i.e., centralized
critic) between agents and aimed to filter tweets and images for the depression detection task, which
is inspirational to our approach. Different from Gui et al. [28], we propose another new state-sharing
strategy for agent sharing. To the best of our knowledge, this study is the first to integrate the state-
sharing and reward-sharing strategies into the MARL architecture for better-behaved agent sharing in
the CMPC task.

3 MASN model design

In this section, we formulate the CMPC task as an MARL problem [29] to address the two challenges
mentioned in the Introduction section. Specifically, we propose a model, i.e., MASN, which integrates
opinion-word selection and image-region selection strategies to tackle the data noise problem in the CMPC
task. The basic motivation for using MARL lies in that although we do not have an explicit annotation of
which opinion word and image region are discriminative for CMPC, we can measure their usefulness by the
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Figure 2 (Color online) Overall architecture of our proposed MASN approach to CMPC.

obtained reward signals from the target CMPC task. Concretely, we leverage two agents to perform word
and image-region selections, respectively. The agents employ the trial-and-error-search strategy [30] to
explore which word and image region are discriminative for the final personality classification and obtain
the reward on the quality of personality inference from the personality classifier. Figure 2 shows the
overall architecture of the MASN approach, which consists of five major components.

e Feature extraction module contains two large-scale pre-trained encoders for encoding texts and
images, respectively. Given an input, i.e., a text and an image pair, we use BERT [6] to encode the text (a
word sequence) into a vector sequence and ResNet [7] to encode image regions into a spatial convolutional
neural network (CNN) feature sequence.

e Opinion-word selector is an agent that aims to select discriminative opinion words, discarding
the noisy ones for the CMPC task.

e Image-region selector is the other agent that aims to select discriminative image regions, discarding
the noisy ones for the CMPC task.

e Agent-sharing module consists of two agent-sharing mechanisms, i.e., state sharing and reward
sharing. It is designed to impose the two agents to accomplish the same goal, i.e., improving the perfor-
mance of the CMPC task.

e Softmax decoder is designed to perform personality classification and provide reward signals for
measuring the usefulness of selected opinion words and image regions.

3.1 Feature extraction module

Word encoder. As a large-scale pre-trained text encoding model, BERT [6] can be fine-tuned to create
state-of-the-art models for a range of NLP tasks, e.g., text classification and natural language inference.
In this study, we use the BERT-base (uncased) model, followed by a context fusion layer as the word
encoder. Following Devlin et al. [6], given an input word sequence & = {x1,z3,...,z,}, the input word
sequence is first processed to WordPiece embeddings [31] with a 30000-token vocabulary and padded to
512 tokens. Then, the marked “[CLS]” is added as the first special BERT token, and then WordPiece
embeddings are summed with the corresponding segment and positional embeddings. On the basis, a
multilayered bidirectional transformer encoder [32] is used to map an input word sequence into a sequence
of word embedding vectors w = [wy, wa, . .., w,], where w; € R Finally, to further enhance the context-
aware representation for each word, we follow the work by Shen et al. [33] in using a context fusion layer
for computing the final word vector w; € R? as follows:

W; = Wy - (w; @ pool(w) @ (w; @ pool(w))), (1)

where W,, € RdX3d', symbol & denotes the vector concatenation operation, symbol pool denotes the
mean-pooling operation along the sequential axis, and ® denotes the element-wise multiplication.
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Image-region encoder. As a large-scale pre-trained image encoding model, ResNet [7] has shown
state-of-the-art performance on various computer version tasks, e.g., image captioning [34] and image
classification [7]. In this study, we use ResNet to extract spatial CNN features from each image. Specifi-
cally, following Lu et al. [34], we first employ ResNet to extract the spatial CNN features of each image,
where each spatial CNN feature is taken as the vector encoding for each image region [35]"). The spatial
CNN feature sequence is denoted as v = [vy,va, . .., v,] where v; € R2%48, Then, we feed the spatial CNN
features into a fully connected layer to obtain the final image-region vector sequence v = [01, o, . . ., Up],
which is computed as follows:

ﬁi = ReLU(WfUUZ‘), (2)

where 0; € R? and W,, € R4%2048 Re[L,U is the activation function.
3.2 Opinion-word and image-region selectors

As introduced in the previous sections, we employ two agents, i.e., opinion selector and image-region
selector, to perform opinion selection and image-region selection, respectively, to discard noisy informa-
tion, and further improve the classification performance of the CMPC task. In the following sections,
we will introduce the two selectors in detail. Specifically, we formalize an opinion selector and image-
region selector as agents operating in a partially observable world and optimize their policies using deep
reinforcement learning.

Opinion-word selector. This is an agent implemented with the reinforcement learning algorithm,
i.e., actor-critic policy gradient [36]. In the following, for clarity, we use the mark ¢ to represent all
symbols in the opinion-word selector.

In brief, given a word sequence & = [x1,2,...,Z,], the goal of the opinion-word selector is to make
the decision of whether to select the word x; or not. The decision follows a stochastic policy 7t, which
is defined as a conditional probability distribution 7t(a’|-) over the action sequence a' = {af,..., al},
at € {0,1}. Here, af = 1 indicates that the word z; is selected, and af = 0 indicates that the word z; is
discarded.

Specifically, as recurrent neural network (RNN)-based sequential models (e.g., LSTM and gated re-
current unit (GRU)) have been shown to effectively model the action sequence of reinforcement learn-
ing [26,28], we leverage an action-aware GRU model, denoted as GRU’, to encode the word vector 1;
from BERT. In this action-aware GRU?, the hidden state ht e R4 of the word x; at the i-th time step is
computed as follows:

Y(ht_y 1), al=1
Bt = GRU"(h!_,,w;), al , 3)
ht_,, at =0,

where a! = 1 indicates that the word x; is selected and the hidden state h! is appended in a selected
subset h! = {h!} and a! = 0 indicates that the word z; is not selected and the hidden state h! of the
current time step ¢ is directly copied from the previous time step ¢ — 1. In this way, the action-aware
GRU" can focus on personality-relevant opinion words and filter irrelevant parts to obtain a purified text
representation.

In addition, for the opinion-word selector, the state and action, as the main components in the rein-
forcement learning algorithm of the actor-critic policy gradient, are designed as follows:

e State. The state should provide adequate information for deciding whether to select a word or not.
Thus, at the i-th time step, the state st € R*? is defined as st = hl_| @ w; ® h$"a'®, where @ denotes
the concatenate operation, and h?ﬁafe € R?? is the shared representation passed from the agent-sharing
module (to be introduced later in the agent-sharing module), which is used to facilitate the cooperation of
the two agents, i.e., word and image-region selectors, for achieving the same goal of boosting the CMPC
performance.

e Action. The action a} € {0,1} is sampled with the conditional probability 7(a!|st; #"), which could
be casted as a binary classification problem. Thus, we adopt a logistic function to define this conditional
probability as follows:

aj ~ m(aglsi; 0) = ajo(W's} +b%) + (1 — a))(1 — o(W's] + ")), (4)

1) In our experiments, we tried adopting objects detected by some promising object detection models (e.g., Faster-RCNN [35])
as image regions for performing the image-region selection. However, we found that this process would hurt the performance.
Detailed comparison results and analysis are given in Table 3 and Section 5, respectively.
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where 0! = {W! € R4 pt € R} denotes the trainable parameters inside the opinion-word selector. The
sign ~ denotes the sampling operation, and o is the sigmoid activation function.

Image-region selector. This is an agent that is also implemented with the reinforcement learning
algorithm, i.e., actor-critic policy gradient [36]. In the following, for clarity, we use the mark m to
represent all symbols in the image-region selector.

In brief, given an image-region vector sequence © = [0y, g, . .., U], the goal of the image-region selector
is to make the decision of whether to select the image region® ©; or not. The decision follows a stochastic
policy 7, which is defined as a conditional probability distribution 7(a™|-) over the action sequence
am ={al",...,a}, al € {0,1}. Here, al* = 1 indicates that the image region ¥; is selected, and a* = 0
indicates that the image region v; is discarded.

Specifically, similar to the opinion-word selector, another action-aware GRU model, denoted as GRU™,
is leveraged to encode the image-region vector o; from ResNet. In GRU™, the hidden state hl* € R? of
the image region v; at the i-th time step is computed as follows:

pm GRU™(RI™,0;), a™ =1, (5)
! hiy, al =0,

where /" = 1 indicates that the image region ¥; is selected and the hidden state h}" is appended in a

selected subset ﬁ:” = {h"} and a]* = 0 indicates that the image region ¥; is not selected and the hidden

state h}" of the current time step ¢ is directly copied from the previous time step 7 — 1.

In addition, the state and action for the image-region selector are defined as follows:

e State. The state should provide adequate information for deciding whether to select an image
region or not. Thus, at the ¢-th time step, the state s* € R* is defined as st =h", @V @ hfhafe,
where h$hare € R2 is the shared representation passed from the agent-sharing module for facilitating the
cooperation of the two agents.

e Action. The action af* € {0,1} is sampled with the conditional probability 7t(al"|s"; 0™). Similar
to the opinion-word selector, this conditional probability is defined as follows:

at (@7 07) = oW+ 0™) 4+ (1 — a)(L = o (WS} + ™)), (6)
where 0™ = {IWW™ ¢ R4 p™ ¢ R} denotes the trainable parameters inside the image-region selector.
3.3 Agent-sharing module

This module is designed to enable the two agents (i.e., opinion-word selector and image-region selector)
to collaborate to improve the classification performance of the CMPC task. Because we adopt the actor-
critic policy gradient [36] to implement the two agents, we propose two agent-sharing mechanisms, i.e.,
state sharing and reward sharing, for guiding the agents to communicate with each other.

State sharing. The goal of the state-sharing mechanism is to share the state representation to
make the two actors (i.e., the two selectors in our MASN approach) help each other. For instance, in
Figure 1, if the opinion-word selector precisely selects the opinion words “the flower has withered,” it can
provide strong signals to enable the image-region selector to select the withered flower inside the image.
Specifically, we enable the two selectors to communicate with each other by sharing a representation
hshare in each state, and the shared representation h$h#*¢ € R2? is computed by concatenating the average
representations of the selected opinion words and image regions at the i-th time step, i.e., hfhare =
o(avg(hl) @ avg(h)). In the experiments, this state-sharing mechanism combined with the reward-
sharing mechanism can further improve the performance of the CMPC task.

Reward sharing. The goal of the reward-sharing mechanism is to utilize one shared @Q-value function
for estimating the future overall rewards obtained by both agents to make the agents collaborate with
each other for better performance. Specifically, we employ a critic network [36] to estimate the shared
Q-value functlon Q(hl, a;; 0°) for joint action a depending on the central state hz, where h; = ht &) hm
and @ = a' ® a™. This Q-value function can approximate the expected future total rewards based on
the reward signals provided by the softmax decoder (to be introduced thereafter). However, the shared
Q-value function typically generates only global rewards, which cannot effectively deduce each selector’s
own contribution and thus harms the performance, as proposed by Gui et al. [28]. To alleviate this

2) For clarity, we directly adopt the vector symbol 9, to represent each image region instead of using a new symbol.
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issue, following Gui et al. [28], we adopt an opposite action operation to compute different advantages
to different selectors. Concretely, for each selector e € {t,m}, the corresponding advantage A°(h;,a;) at
the i-th time step is computed as follows:

A% (hiyai) = Q(hi, (af,a; %)) = Q(hy, (—af,a; %)), (7)

where —a§ denotes that the selector takes an opposite action and a; © denotes that the action is sampled
by the other selector.

3.4 Softmax decoder

The aim of using a softmax decoder lies twofold, i.e., providing reward and performing personality
classification, which are formulated as follows.

Providing reward. During the training process, the softmax decoder is used to provide classification
probabilities as the reward signals (to be presented in (9)) for guiding the agents to select discriminative
opinion words and image regions.

Personality classification. During the classification process, the softmax decoder is used to perform
the CMPC task. Specifically, we feed the joint representation of the selected opinion words and image
regions at the final time step n, i.e., h$"® to a softmax layer to predict the probability of label § € [0, 1],
i.e., po(P|hshare) = softmax(Whshare 4 b). Here, § = {W, b} is the trainable parameter. Then, the label
with the highest probability stands for the predicted label for the sample. If no words and image regions
are finally selected, the final representation for performing personality classification will be initialized
with zero vectors, and MASN will predict a label with this representation.

3.5 Model training

The parameters in MASN contain three parts: (1) # of GRU', GRU™ and softmax decoder; (2) 6 of
@-value function Q(ﬁi, a;;0°); and (3) 0¢ (i.e., 0° and ™) of opinion-word and image-region selectors.
This study adopts backpropagation to optimize 6 and actor-critic policy gradient [36] to optimize 6¢ of
the @-value function (in the critic network) and 6¢ of two selectors (in the actor network).

For 6, the objective of learning 6 is to minimize the cross-entropy loss as follows:

share 6
J(0) = E(s,y)~c[— log po (y|h5)] + §||9H37 (8)

where (S, y) denotes a sample from the corpus C, y is the ground-truth label, and § is a Lo regularization.

For 6°¢ of the ()-value function Q(ﬁi, a;; 0°), we optimize them by minimizing the mean squared error
loss J(0°) by following Yeung et al. [37].

J(0°) =E | r; + 7 max Q(his1,ai11) — Q(hi,a;)| , (9)

i1

where symbol r; = py(y|hs"*™®) is the reward provided by the softmax decoder. Concretely, we first feed
the shared representation hjha’e of the selected opinion words and image regions at the i-th time step to
the softmax decoder and then regard the classification probability as the reward. - is the discount factor.
For 6, e € {t,m} of the two selectors, we optimize them with the policy gradient [30,38]. The policy
gradient w.r.t. ¢ is computed by differentiating the maximized expected reward J(0¢) as follows:

Voo J(0°) = Ene

=1

> A%(hi, a:)Voe logﬂe(af|sf)‘| , (10)

where the advantage A¢(h;,a;) is computed according to (7).

Furthermore, during model training, ¢ and 0¢ are not updated in the early stage, and thus the two
selectors select all words and image regions in the text and image, respectively. When @ is optimized until
the loss over development set does not significantly decrease, we then begin to simultaneously optimize
0, 6°, and 6°.
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Table 1 Statistics of the corpus (including six different datasets) for CMPC, where “#pairs of text and image” denotes the
number of “text 4+ image” pairs and “#words/text” denotes the number of words (average per text)

Five binary classification tasks

Datasets All traits
Romantic Calm Scornful Gloomy Aggressive
#pairs of text and image 1862 1878 1848 1908 1888 201795
#words/text 16.3 17.2 18.5 15.1 22.4 19.5

4 Experimentation

In this section, we first illustrate the experimental settings and then systematically evaluate the perfor-
mance of our proposed MASN approach toward the new CMPC task.

4.1 Experimental settings

Data settings. We construct the corpus for CMPC from the PERSONALITY-CAPTIONS?) dataset
released by Shuster et al. [39]. The PERSONALITY-CAPTIONS dataset contains 201795 text-image
pairs and 215 personality traits, where each pair is labeled with one trait. With this dataset, we conduct
two kinds of experiments for a thorough comparison study. On the one hand, we directly adopt the above
PERSONALITY-CAPTIONS dataset with all traits (i.e., all traits) in Table 1 for performing a multi-
category classification task. On the other hand, we randomly select five personality traits and construct
five sub-datasets for performing five binary classification tasks (i.e., romantic vs. non-romantic, calm
vs. non-calm, scornful vs. non-scornful, gloomy vs. non-gloomy, and aggressive vs. non-aggressive).
Specifically, for each binary classification task, we first select one random personality trait as the positive
category (e.g., romantic) and regard the rest 214 personality traits as the negative category (e.g., non-
romantic). Second, we pick all text-image pairs labeled with the positive category as the positive samples
and randomly pick the text-image pairs with the remaining 214 personality traits as the negative samples.
The selected positive and negative samples are balanced. Then, we adopt the same training/dev/test
settings by following Shuster et al. [39]. The detailed statistics of the six datasets are shown in Table 1.

Implementation details. In all our experiments, we fine-tune BERT and update the word vectors
for performing the CMPC task. The parameters of BERT-base (uncased) follow [6], and the parameters
of ResNet follow [34]. For the image-region encoder of our MASN approach, the dimension of the ResNet
outputs is 2048 x 7 x 7. All the other hyperparameters are fine-tuned according to the development
set. Specifically, we set the dimensions of the GRU hidden states to 256 and initialize all weights of the
other layers using the Glorot uniform initializer [40]. In addition, we adopt the Adam optimizer [41] with
an initial learning rate of 0.001 for cross-entropy and mean squared error training and adopt the Adam
optimizer with a learning rate of 0.0001 for the training of all policy gradients. In addition, the discount
factor 7 in (9) is 0.85, the regularization weight of parameters is 1075, the dropout rate is 0.5, and the
batch size is 32.

Evaluation metrics. The performance is evaluated with the accuracy (Acc.) and macro-F1 (F1).
Here, F1 is the average F-score for all categories, where each F-score is calculated as the F-score
= Zxprecisionxrecall  \f,.00ver t-test is used to evaluate the significance of the performance difference

precision+-recall
between the two approaches by following Yang et al. [42].

Baselines. For comparison, we implement multiple state-of-the-art approaches to CMPC as base-
lines: (1) Char-RNN [8], a state-of-the-art textual personality classification approach, which employs
an RNN to extract language-independent features (2) HS-LSTM [26], a text representation approach
with reinforcement learning (3) VGG [43], which uses the VGG-19 model to extract image features
for personality classification without considering textual information (4) ResNet [7], an image classi-
fication approach that uses the ResNet model to extract image features for personality classification
(5) SIFT4+SVM [44], which leverages the traditional feature engineering SIFT to extract image features
and employs an SVM classifier for addressing personality classification (6) BERT [6], a state-of-the-art
textual encoding model, which is used to perform personality classification by learning text represen-
tation (7) DAN [45], a multimodal approach to solve the visual question-answering problem with an

3) This dataset released by Shuster et al. [39] is annotated by a large number of crowd workers. Concretely, given an image,
each annotator is required to imitate a human with a specific personality trait (e.g., romantic) and then write the corresponding
caption for the image. Shuster et al. [39] focused on generating personality-oriented image captioning with this dataset. Different
from them, this study aims to use texts and images for performing the personality classification task.
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attention mechanism for text and image denoising (8) FMN [18], a state-of-the-art multimodal approach
for personality classification. In our implementation, we only use the text and image as the inputs.
(9) CoATT [46], a multimodal approach to named entity recognition with an attention mechanism for
text and image denoising (10) UDMF [19], a multimodal approach to predict the age, gender, and per-
sonality traits of social media users. In our implementation, we only use the network to predict person-
ality traits. (11) COMMA [28], a state-of-the-art reinforcement learning-based approach to multimodal
depression detection. In our implementation, we use this approach to perform opinion-word and image-
region selections. (12) BERT+ResNet, a straightforward multimodal approach that simply concate-
nates textual and visual features extracted by BERT and ResNet for addressing personality classification
(13) VILT [47], a state-of-the-art cross-modal pre-trained model, which shows promising performance on
various downstream cross-modal tasks and outperforms a dozen of strong cross-modal pre-trained mod-
els, such as ERNIE-VIL [48] and ImageBERT [49]. In our experiment, we employ ViLT* as encoders
to extract the textual and visual features of each input text-image pair and then perform personality
classification. (14) MASN (text), our proposed approach that leverages only the opinion-word selector
to perform opinion-word selection without considering image information (15) MASN (image), our pro-
posed approach that leverages only the image-region selector to perform image-region selection without
considering text information (16) MASN (random), a variant of our approach, which does not leverage
BERT as the word encoder but randomly initializes word embeddings, following Gui et al. [28]. For a fair
comparison, all the above multimodal approaches (except BERT+ResNet and ViLT) randomly initialize
the word embeddings and adopt ResNet as the image encoder, like our MASN (random) approach.

4.2 Experimental results

Table 2 shows the performance® of different approaches to CMPC. From Table 2, we can see that:

Unimodality performance. When only using text modality, (1) the reinforcement learning-based
approach HS-LSTM performs better than Char-RNN. This demonstrates the effectiveness of using a
proper reinforcement learning approach to learn the text representation for CMPC. (2) The large-scale
pre-trained BERT approach performs better than HS-LSTM. This indicates the appropriateness of lever-
aging the large-scale pre-trained BERT as the word encoder for the CMPC task. (3) Our approach MASN
(text) with opinion-word selection performs slightly better than BERT. This encourages us to perform
an opinion-word selection for CMPC.

When only using image modality, the following aspects should be considered: (1) Neural network ap-
proaches could perform better than the traditional feature extraction approaches, i.e., SIFT+SVM. This
confirms the powerful representation ability of neural networks for images. (2) The state-of-the-art image
classification approaches VGG and RESNET perform better than a random performance. In particular,
in the romantic dataset, RESNET achieves 60.4% in terms of accuracy, which is 10.4% better than that
of the random. This encourages us to consider the image information for the personality classification
task and indicates the appropriateness of using ResNet as the image-region encoder. Moreover, RESNET
performs consistently better than VGG. This indicates that it is a better choice to leverage ResNet as
the image-region encoder. (3) Our approach MASN (image) with image-region selection can perform
consistently better than RESNET. This encourages us to perform an image-region selection for CMPC.

Multimodality performance. When using text and image modalities, DAN, UDMF, and COMMA
perform better than most of the above unimodal approaches (except two BERT-based approaches, i.e.,
BERT and MASN (text)). This confirms the helpfulness of considering the image information in the
CMPC task. In comparison, our approach MASN (random) significantly outperforms (p-value < 0.05)
all the above multimodal approaches in terms of Acc. and F1. Among all the approaches, our approach
MASN performs best and even significantly outperforms (p-value < 0.01) the strong baseline BERT in
terms of Acc. and F1. These results encourage us to perform opinion-word and image-region selections for
CMPC. In addition, the cross-modal pre-trained approach ViLT performs better than BERT+ResNet but
still performs much worse than our MASN approach. These results show that the pre-trained cross-modal
can obtain more high-quality textual and visual features by integrating multimodal alignment information
and potentially contributes to our CMPC task. Accordingly, it inspires us to combine the cross-modal
pre-trained model with the reinforcement learning mechanism to further boost the performance of our
task in the future.

4) https://github.com/dandelin/ViLT.
5) For the detailed results w.r.t. the macro-precision and macro-recall, please see Tables Al and A2 inside Appendix A.
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Table 2 Performance comparison of various approaches to CMPC, where Unimodality denotes that the input of the approaches is unimodality (either text or image) and Multimodality denotes
that the input consists of a text and an image. Top-n denotes the accuracy of the top n discovered personality traits with the highest probabilities

Five binary classification tasks All traits
Romantic Calm Scornful Gloomy Aggressive Top-1 Top-5 Top-10
Approaches
F1 Acc. F1 Acc. F1 Acc. F1 Acc. F1 Acc. F1 Acc. F1 Acc. F1 Acc
Char-RNN [§] 68.7 68.9 61.9 62.2 60.1 60.2 58.6 58.7 60.9 61.0 5.1 6.5 18.9 20.0 30.2 30.1
Unimodality (text) HS-LSTM [26] 69.5 69.8 62.7 63.3 61.7 62.3 60.9 61.4 62.6 62.9 5.6 6.9 20.0 21.0 31.7 31.6
BERT [6] 79.2 79.3 72.9 73.3 75.4 75.5 71.8 72.0 76.7 76.8 7.2 9.5 27.5 29.2 41.0 41.3
MASN (text) 80.2 80.2 73.9 74.4 76.5 76.5 73.0 73.2 78.3 78.4 9.4 10.9 28.9 29.6 41.6 41.6
SIFT+SVM [44] 54.5 54.7 52.2 52.2 43.6 43.9 48.3 48.9 46.5 46.6 0.2 0.5 1.2 1.9 3.1 4.2
Unimodality (image) VGG [43] 57.1 57.9 53.7 55.6 55.3 56.4 54.3 57.3 52.5 52.6 0.4 1.3 1.9 2.2 4.2 4.4
ResNet [7] 59.2 60.4 52.4 56.7 56.9 57.1 56.4 59.2 55.0 55.4 0.7 1.9 2.0 2.3 4.5 4.5
MASN (image) 61.3 62.5 57.2 58.9 58.6 59.2 58.5 61.0 55.2 58.6 1.1 2.3 2.5 2.6 4.8 5.1
DAN [45] 73.5 73.6 64.4 64.5 63.7 63.8 62.3 62.8 65.0 66.4 6.8 8.5 23.0 24.3 35.2 35.5
FMN [18] 71.7 71.8 62.8 63.3 63.5 65.3 54.8 56.1 59.8 60.3 4.8 6.2 19.2 20.1 30.8 30.6
CoATT [46] 69.7 69.8 65.5 65.6 69.1 69.4 61.4 61.6 63.6 63.8 6.5 8.1 22.5 23.9 33.4 33.9
Multimodality (text+image) UDMEF [19] 71.7 71.7 65.6 65.6 66.3 66.3 61.0 61.0 64.4 64.7 7.2 8.4 23.5 24.5 35.0 35.2
COMMA [28] 73.2 73.4 66.7 66.7 65.6 67.3 63.2 64.6 65.0 65.5 6.7 8.2 23.6 24.1 34.7 34.9
BERT+ResNet 78.3 78.3 72.1 72.8 74.9 75.0 68.2 68.3 76.5 76.7 8.9 10.7 28.2 29.2 41.2 41.4
VILT [47] 79.2 79.2 74.4 74.4 78.6 78.6 71.9 72.0 79.3 79.3 9.4 11.1 28.9 29.8 41.4 41.6
MASN (random) 76.4 76.4 68.9 68.9 73.4 73.5 69.4 69.5 71.3 71.6 7.5 9.0 24.4 25.4 35.9 36.2
MASN 83.0 83.0 76.3 76.7 79.6 79.6 74.3 74.4 81.0 81.2 10.7 12.1 30.4 31.3 43.1 44.4
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Table 3 Ablation study of our proposed MASN approach on different personality datasets

Five binary classification tasks

Romantic Calm Scornful Gloomy Aggressive
Approaches
F1 Acc. F1 Acc. F1 Acc. F1 Acc. F1 Acc.
MASN 83.0 83.0 76.3 76.7 79.6 79.6 74.3 74.4 81.0 81.2
w/o state-sharing 74.4 74.5 68.6 70.0 74.4 74.5 71.7 72.0 75.8 75.9
w/o reward-sharing 78.2 78.3 71.2 72.2 75.6 75.7 72.5 72.6 77.6 77.6
w/o opinion-word selection 79.1 80.1 70.2 71.1 76.2 76.5 70.5 70.7 79.2 79.3
w/o image-region selection 80.2 80.2 72.5 73.3 75.5 75.5 69.3 69.5 78.4 78.5
Using objects as image-regions 81.1 81.1 72.7 73.3 76.4 76.5 70.0 70.3 79.3 79.3
Using soft-attention as selectors 80.0 80.2 70.2 71.1 72.3 72.4 71.9 72.0 80.1 80.2
All traits
Top-1 Top-5 Top-10
F1 Acc. F1 Acc. F1 Acc.
MASN 10.7 12.1 30.4 31.3 43.1 44.4
w/o state-sharing 10.0 11.5 29.8 30.7 42.5 42.8
w/o reward-sharing 9.8 11.3 29.2 30.0 42.3 42.4
w/o opinion-word selection 10.6 12.0 30.1 31.1 43.1 43.4
w/o image-region selection 10.2 11.8 29.7 30.7 42.2 42.6
Using objects as image-regions 10.0 11.4 29.4 30.5 42.2 42.7
Using soft-attention as selectors 9.7 11.2 28.6 29.7 41.8 42.1

Contribution of each key component. We conducted an ablation study to evaluate the contribu-
tion of each key component in our proposed MASN approach. From Table 3, we present the following
observations: (1) Incorporating the state-sharing mechanism into the agent-sharing module can improve
Acc. by an average of 3.85% in six different datasets. This justifies the effectiveness of our proposed
state-sharing mechanism for the CMPC task. (2) Incorporating the reward-sharing mechanism into the
agent-sharing module can improve Acc. by an average of 2.83%. This confirms the effectiveness of the
reward-sharing mechanism for the CMPC task. (3) Performing opinion-word selection on the text and
discarding noisy ones can improve Acc. by an average of 2.31%. This demonstrates the helpfulness
of performing opinion-word selection for CMPC, encouraging us to perform opinion-word selection for
CMPC. (4) Performing image-region selection on the image and discarding noisy ones can improve Acc.
by an average of 2.58%. This further encourages us to perform image-region selection for the CMPC
task. (5) In our MASN approach, leveraging objects detected by Faster-RCNN® as image regions for
performing selection will reduce Acc. by an average of 2.20% compared with directly treating the spatial
CNN features extracted by ResNet as image regions. This is mainly because, although the promising
object detection models (e.g., Faster-RCNN) have achieved impressive progress in some domain-specific
scenarios, they are always domain sensitive and might perform rather poorly on another domain, as
proposed by Zheng et al. [50], resulting in the error propagation issue. For example, in our task, the
statistical analysis shows that 15.1% of images do not have any objects detected by Faster-RCNN, which
cannot suit well with our motivation of performing fine-grained image-region selection and thus hurt the
classification performance. (6) In our MASN approach, using the soft-attention mechanism instead of
the reinforcement learning mechanism as opinion-word and image-region selectors will reduce Acc. by
an average of 2.98%. This again justifies the effectiveness of performing opinion-word and image-region
selections for CMPC.

5 Analysis and discussion

Qualitative analysis. To get a better understanding of our MASN approach and validate that our
approach can select informative opinion words and image regions for the CMPC task, we provide a
qualitative analysis of our MASN approach on the development set of the gloomy dataset. Specifically, in
Figure 3, we visualize the selected opinion words and image regions using the two approaches, i.e., MASN
(text) and MASN. Specifically, we can observe the following from this figure: (1) For the gloomy sample
in Figure 3(a), MASN (text) fails to select the opinion words “the flower has withered” and predicts the

6) https://github.com/jwyang/faster-rcnn.pytorch.
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“It is snowing and the “It is snowing and the “This weird animal looks as ugly “A dream journey at St Peter’s
flower has withered, I just want to flower has withered, I just want to and unhappy as [ am.” Church, Bournemouth UK.”
stay at home to spend the winter.” stay at home to spend the winter.”

(a) (b) (© (d)

Figure 3 (Color online) (a) MASN (text); (b) MASN; (c) true label: miserable, prediction: gloomy; (d) true label: romantic;
prediction: non-romantic. (a) and (b) are the visualization of the selected opinion words and image regions using the two approaches,
where the red color denotes the word that has been selected, the yellow box denotes the image region that has been selected, and the
other colors denote the deletion operation. (c¢) and (d) are the error cases with the ground-truth personality traits and corresponding
predicted labels.

sample as “romantic” according to selected words; e.g., “It is snowing” and “spend the winter.” This is
due to the fact that snow is usually associated with romance and beauty and then misleads the model
into giving a wrong label. (2) In Figure 3(b), when incorporating the image information, MASN can
not only effectively select the opinion words “the flower has withered” but also precisely capture the
discriminative image-region, i.e., the withered flower, and thus give the correct gloomy prediction.

Remaining challenges. Although the experimental results are impressive, some challenges were not
addressed by our MASN approach, which can be considered to potentially boost the performance of
CMPC in the future. To investigate the shortcomings of our MASN approach, we randomly select and
analyze 100 error cases in the experiments, which can be roughly categorized into two main types. (1) The
first type of error is due to the fuzzy boundary among personality labels, such as miserable and gloomy,
which is the main reason why the top-1 performance on the All Traits dataset is relatively low. For
example, in Figure 3(c), our MASN approach predicts a non-gloomy sample as gloomy, but the true label
of this sample is miserable. Accordingly, we can incorporate the correlation information among similar
traits to improve classification performance in future works. An easy solution to remedy the above issue
is to normalize the dataset by grouping some similar traits. For example, the traits miserable and gloomy
can be treated as the same trait. The corresponding results on this newly reconstructed dataset are
shown in Appendix B. (2) The second type of error is due to the requirement of reasoning with external
knowledge. For example, in Figure 3(d), the MASN approach predicts the sample as non-romantic, but
the true label is romantic. Accordingly, we utilize the external knowledge base (e.g., ConceptNet) for
capturing romantic elements, such as the famous painting inside the image and the famous building “St
Peter’s Church” in the text in future works.

6 Conclusions

In this study, we address a new CMPC task, aiming at leveraging the cognitive difference phenomenon
of human beings to predict their personality traits shown real time. In particular, we propose an MASN
approach to address this CMPC task. The main idea of our proposed approach is to incorporate the
knowledge of opinion words and fine-grained image regions for the CMPC task. Specifically, our approach
takes advantage of two opinion-word and image-region selectors to perform opinion-word selection and
image-region selection for the CMPC task. Detailed experiments justify that opinion-word and image-
region selections are effective, and the proposed MASN approach significantly outperforms several strong
baselines.

In our future works, we would like to solve other challenges in CMPC, such as incorporating the external
ConceptNet knowledge base to perform reasoning and address various issues exposed by error analysis
and combining the large-scale cross-modal pre-training model (e.g., ERNIE-VIL [48] and ViLT [47]) with
the reinforcement learning mechanism to further boost the performance. Furthermore, we would like to
apply our MASN approach to other psychological analysis tasks, such as multimodal emotion analysis
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and multimodal anxiety detection.
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