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Recently, the robotic ultrasound system has become an

emerging topic owing to the widespread use of medical ul-

trasound. According to the level of the system autonomy,

robotic ultrasound systems can be categorized into three

levels: teleoperated, semiautonomous and full-autonomous.

Related work to fulfill ultrasound scanning guidance could

be divided into three stages in autonomous ultrasound sys-

tems according to the dimensions of the input information:

(1) manually planning trajectory (human guidance), (2) ul-

trasound image evaluation model with proper servo con-

troller (ultrasound image), (3) learning part of ultrasound

scanning skills (ultrasound image, probe pose). Although

studies [1–4] have achieved certain results, the modeling

method of ultrasound scanning skills needs to be improved.

In this study, focusing on extracorporeal ultrasound, we not

only consider ultrasound images and probe pose, but also

encode the contact force between the probe and humans

into ultrasound scanning guidance, which is regarded as a

critical factor during ultrasound scanning. The main con-

tribution of this study is twofold. (1) A multimodal model

of ultrasound scanning skills is proposed and trained from

human demonstrations, which considers the ultrasound im-

ages, probe pose and contact force. (2) A sampling-based

strategy is proposed with the learned model to adjust the

extracorporeal ultrasound scanning process to obtain a high-

quality ultrasound image. Note that the primary goal of this

article is to offer a learning-based framework to understand

and acquire extracorporeal ultrasound scanning skills from

human demonstrations. However, the learned model can ap-

parently be applied to a robot system, which is our future

work.

Research target. Our goal is to learn freehand ultra-

sound scanning skills from human demonstrations (see Ap-

pendix A). Furthermore, we aim to evaluate the multimodal

task quality of combining multiple sensory information, in-

cluding ultrasound images, contact force and probe pose (as

shown in the left part of Figure 1(a)), to extract the skill

from the task representation and even to transfer the skill

across tasks. The details of the method are described in the

following.

Learning of ultrasound task representation. For a free-

hand ultrasound scanning task, we propose a domain-

specific encoder, as shown in Figure 1(a). Three types of

sensory feedback are available, namely, ultrasound images,

probe pose, and contact force. We use a deep neural network

to encapsulate the heterogeneous nature of these sensory

data. Convolutional layers are used to extract the feature

vector of an ultrasound image, and fully connected layers

are used to extract the feature vector of pose and force.

The resulting two feature vectors are concatenated, and fur-

ther, yield a task feature vector. The model for multimodal

task representation is a neural network whose parameters

are denoted by Ωθ. The training process is described in the

following.

Data collection via human demonstrations. The multi-

modal model, as shown in Figure 1(a), has several learnable

parameters. Therefore, we design a procedure to collect the

ultrasound scanning data from human demonstrations for

the training data. A novel probe holder is designed with in-

trinsically mounted IMU and F/T sensors (see Appendix B).

The collected data are described as follows:

• D = {(St, Pt, Ft)}t=1,...,N denotes a dataset with N

observations.

• St ∈ R
224×224×3 denotes the collected ultrasound im-

age with cropped size at time t.

• Pt ∈ R
4 denotes the probe pose in terms of quaternion

at time t.

• Ft ∈ R
6 denotes the contact force/torque between the

probe and the human skin at time t.

Three sonographers evaluated the quality of the obtained

ultrasound image for each piece of recorded data in the

dataset D and labeled with 1/0 (‘good’/‘bad’). The neural

network model Ωθ is trained with a crossentropy loss func-

tion. During training, we minimize the loss function with
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Figure 1 (Color online) (a) The multimodal task learning architecture with human annotation; (b) the sampling-based online

adaption strategy.

stochastic gradient descent. As a result, the trained network

could evaluate the quality of tasks. Given the task represen-

tation model Ωθ, an online adaptation strategy is proposed

to improve the task quality by leveraging the multimodal

sensory feedback, as discussed in the following.

Ultrasound skill learning. We devise the online adapta-

tion policy as follows:

Pt+1, Ft+1 = argmax
P

′

t
,F

′

t

(Q1 +Q2), (1)

Q1 = fΩθ

(

St, P
′

t , F
′

t |P
′

t ∈ DP , F
′

t ∈ DF

)

, (2)

Q2 = 1− fRMSE

(

〈Pt, Ft〉, 〈P
′

t , F
′

t 〉|P
′

t ∈ DP , F
′

t ∈ DF

)

,

(3)

where fΩθ
denotes the predicted quality, which is evaluated

using the learned neural network model Ωθ, fRMSE denotes

the root mean squared error of two vectors, Q1 and Q2 de-

note two weights of the task quality, F
′

t and P
′

t denote the

randomly sampled results from collected dataset at time t,

and DP and DF denote two feasible sets of pose and force,

respectively. Here, these two feasible sets are determined

via human demonstrations. However, notably, other task-

specific constraints for the pose and contact force can also

be adopted here.

This model-free policy does not require prior knowledge

of the ultrasound scanning process dynamics, namely the

transition probabilities from one state to another (from cur-

rent to next ultrasound image). We choose the Monte Carlo

policy for optimization [5], where the potential actions are

sampled and selected directly from previous demonstrated

experience, as shown in Figure 1(b). The predicted quality

from the learned neural network model Ωθ is the most intu-

itive evaluation result. Considering multiple results of (2),

we impose a bound between P
′

t , F
′

t and Pt, Ft, as shown

in (3), which prevents the next state from moving too far

away from the current state. If the new state 〈St, P
′

t , F
′

t 〉 is

evaluated as suitable, the desired pose P
′

t and contact force

F
′

t are used as the goal for the human ultrasound scan-

ning guidance. Otherwise, new P
′

t and F
′

t are sampled from

previous demonstrated experience. This process repeats N

times, and P
′

t and F
′

t with the best task quality are chosen

as the final goal for the human scanning guidance.

Conclusion. This article presents a framework for learn-

ing ultrasound scanning skills from human demonstrations.

We summarize ultrasound images, probe pose and contact

force into a learnable model. Further, a sampling-based

strategy is proposed to guide the extracorporeal ultrasound

scanning process, based on the learned model. Finally, we

have designed some experiments for verification (see Ap-

pendixes A–D). Experimental results show that this frame-

work for ultrasound scanning guidance is robust. This work

will be applied to an existing robot system in the future.
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