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Abstract This paper presents an improved equivalent-input-disturbance (EID) approach to deal with peri-

odic disturbances. The approach has two degrees of freedom. One is an improved EID compensator, in which

a repetitive controller is inserted in this study. The other is a conventional servo system for a reference input.

The improved EID compensator estimates and compensates for periodic disturbances without steady-state

error, and the servo system ensures a satisfactory tracking performance. The improved EID compensator is

designed using the linear-matrix-inequality (LMI) method. Three parameters in an LMI are selected using

the particle-swarm-optimization (PSO) algorithm. The state-feedback gain of the conventional servo system

is designed using the linear-quadratic-regulator (LQR) method. Simulation results of a rotational control

system demonstrate the validity of the approach and its advantage over others.
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1 Introduction

While tracking a reference input is the main objective in system control, the suppression of disturbances is
also important to guarantee control precision. Periodic disturbances, such as the eccentricity of a shaft [1],
the cutting force of noncircular cutting systems [2], and harmonics in power systems [3] degrade control
performance. The rejection of periodic disturbances is therefore a key to improving control precision and
performance [4, 5].

The internal model principle (IMP) [6] reveals that a disturbance is completely rejected in a steady
state if a generator of the disturbance is contained in the controller in a system. A repetitive controller
is an internal model of a periodic signal with its delay time being exactly the period of the signal. Thus,
a repetitive-control system (RCS) ensures the high precision of disturbance rejection for periodic signals,
and they have been used extensively in control engineering practice [7].

A control system containing an equivalent-input-disturbance (EID) compensator has been presented
to suppress disturbances in a control system [8]. The basic idea of the EID approach is that it takes the
effect of disturbances on the output of a plant to be that caused by an artificial disturbance on the control
input channel, which is called an EID. An estimate of the EID is used to compensate for the disturbances.
It is able to handle both matched and unmatched exogenous disturbances. Notably, an EID-based control
system has two degrees of freedom. One is used to guarantee feedback performance and the other is used
to estimate and compensate for disturbances. Thus, such a control system has both satisfied feedback
and disturbance-rejection performance [9]. The EID approach has been successfully applied to uncertain
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systems [10], time-delay systems [11,12], nonlinear systems [13,14], and fractional-order systems [15]. To
further improve the disturbance-rejection performance, a gain matrix was used in an EID compensator to
improve the accuracy of the disturbance estimation [16]. An adaptive law was derived to adjust the gain
in an EID estimator to maximize the potential of disturbance rejection [17]. A stable zero was added to
an EID estimator to compensate for the phase lag caused by a low-pass filter in the estimator [18]. While
these studies improved the performance of disturbance estimation from different perspectives, it cannot
compensate for disturbances completely in steady state because an EID estimator does not contain an
internal model of disturbances.

This paper describes a new EID-based approach in which we extend the EID approach to repetitive
control (it is called the RC-EID approach hereafter) to estimate and compensate for periodic disturbances.
First, we present the structure of the RC-EID-based control system. Next, we analyze the conventional
EID estimator and explain its limitation in the rejection of periodic disturbances. An RC-EID estimator in
the system is used to overcome the limitations of the conventional RCS. Then, we investigate the stability
and disturbance-rejection mechanism of the system. We design the compensator using a linear matrix
inequality (LMI), in which three adjustable parameters are tuned using the particle-swarm-optimization
(PSO) algorithm to achieve optimal disturbance-rejection performance. The gain of the state feedback is
designed using the linear-quadratic-regulator (LQR) method to guarantee the input tracking performance.
Finally, a rotational-speed-control system is used to demonstrate the validity of the method.

In this paper, Rn is the set of an n-dimensional column vectors, Rn×n is the set of n×n real matrices,

a symmetric matrix [ A B

B
T

C
] is denoted as [A B

⋆ C
], and X(s) is the Laplace transform of x(t). For a transfer

function matrix G(jω), ‖G(jω)‖ is the maximum singular value of G(jω) at the angular frequency ω.

2 System configuration and stability analysis

This section first formulates the problem considered in this study. Then, it shows the configuration of the
RC-EID-based control system, explains the limitation of the conventional EID approach, and analyzes
the stability of the RC-EID-based control system.

2.1 Problem formulation

Consider a single-input single-output plant with a periodic exogenous disturbance:

{

ẋ(t) = Ax(t) +Bu(t) +Bdd(t),

y(t) = Cx(t),
(1)

where x(t) (∈ R
n) is the state; u(t) (∈ R) is the control input; y(t) (∈ R) is the output; d(t) (∈ R

d)
is a periodic disturbance with the fundamental angular frequency of ωf ; and A (∈ R

n×n), B (∈ R
n×1),

Bd (∈ R
n×d), and C (∈ R

1×n) are constant matrices.
As explained in [8], there exists an EID, de(t) (∈ R), on the control input channel that has the same

effect on the output, y(t), as d(t) does. Using de(t) to describe the plant (1) gives

{

ẋ(t) = Ax(t) +B[u(t) + de(t)],

y(t) = Cx(t).
(2)

The following assumptions are made for the plant.

Assumption 1. The linear system (A,B,C) is controllable and observable.

Assumption 2. Both d(t) and de(t) are bounded, that is, there exist positive constants dM (< ∞) and
deM (< ∞) such that

|d(t)| 6 dM , |de(t)| 6 deM , t ∈ [0, ∞).

The problems considered in this study involve devising a control system that tracks a step reference
input r(t) and rejects the periodic disturbance d(t) that has a period

T = 2π/ωf . (3)
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Figure 1 Configuration of RC-EID-based control system.

2.2 Configuration of RC-EID-based control system

The RC-EID-based control system (Figure 1) has five parts: the plant, an internal model, a state-feedback
controller, a state observer, and an RC-EID compensator that contains an RC-EID estimator.

An internal model of a step reference r(t) is

ẋR(t) = ARxR(t) +BR[r(t) − y(t)], (4)

where xR(t) (∈ R) is the state of the internal model; AR (∈ R) and BR (∈ R) are the system and input
matrices, respectively. This model guarantees perfect reference tracking.

The state observer is
{

˙̂x(t) = Ax̂(t) +Buf(t) + L[y(t)− ŷ(t)],

ŷ(t) = Cx̂(t),
(5)

where x̂(t) (∈ R
n) is the state of the observer, uf(t) (∈ R) is the state feedback input, and L (∈ R

n) is
the observer gain.

An estimate of de(t) is [8]

d̂(t) = −B+LC∆x(t) + uf(t)− u(t), (6)

where

B+ = (BTB)−1BT, (7)

∆x(t) = x̂(t)− x(t). (8)

A first-order low-pass filter

Fe(s) =
1

Tes+ 1
(9)

was used to select an angular-frequency band for disturbance rejection in the conventional EID estimator
(Figure 2, [9]). The filtered signal d̃(t) is given by

D̃(s) = Fe(s)D̂(s). (10)

Using (9) to simplify Figure 2 yields Figure 3. Thus,

D̃(s) = −CEID(s)B
+LC∆X(s), CEID(s) =

1

Te

1

s
. (11)
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Notably, CEID(s) in (11) contains 1/s, which is an internal model of a step signal. Therefore, the
conventional EID compensator is able to completely reject a step disturbance in a steady state. However,
it cannot completely compensate for periodic disturbances.

In this study, we insert a repetitive controller in CEID(s) to improve the periodic-disturbance rejection
performance:

CEID(s) =
Kqq(s)

1− q(s)e−Ts
, (12)

where Kq is the gain and

q(s) =
ωq

s+ ωq

(13)

is a first-order low-pass filter. The cutoff angular frequency ωq is chosen to be

ωq = (5 ∼ 10) ωr, (14)

where ωr is the highest angular frequency for disturbance estimation and rejection.
As a result, an estimate of de(t) is given by

D̃e(s) = −CEID(s)B
+LC∆X(s). (15)

Selecting the delay time in (12) to be the period of d(t) in (3) ensures that CEID(s) is an internal model
of d(t), and d̃e(t) converges to de(t) for a properly designed CEID(s).

Incorporating d̃e(t) in the control input, which is called an RC-EID compensator, yields the following
control law to compensate for de(t):

u(t) = uf(t)− d̃e(t), (16)

where

uf (t) = [KP KR]

[

x̂(t)

xR(t)

]

(17)

and [KP KR] is the feedback-gain matrix.

Remark 1. While the conventional EID approach estimates and compensates for a disturbance without
being aware of the use of the IMP, the RC-EID approach actively makes use of the IMP. This provides
us a way to completely compensate for a periodic disturbance. The configuration of the RC-EID-based
control system shows a new way of using a high-order EID estimator.

2.3 Analysis of stability and disturbance-rejection mechanism

Combining (2), (5), (8), and (16) yields

∆ẋ(t) = (A− LC)∆x(t) +B[d̃e(t)− de(t)]. (18)

Redrawing Figure 1 based on (2), (4), (8), and (15)–(18) yields Figure 4, where

ud(t) = de(t)− d̃e(t) +KP∆x(t) +KRxR(t), (19)
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and

M(s) = KR[sI −AR]
−1BR, (20)

P̄ (s) = C[sI − (A+BKP )]
−1B, (21)

H(s) = −[sI − (A− LC)]−1B. (22)

Letting r(t) = 0 and redrawing Figure 4 yield Figure 5, where

W (s) = −B+LCH(s), (23)

Gf (s) = P̄ (s)[1 + P̄ (s)M(s)]−1, (24)

Go(s) = 1 +KPH(s), (25)

Gc(s) = [1 + CEID(s)W (s)]−1. (26)

Figure 5 shows that the system contains three subsystems in series: the RC-EID compensator, Gc(s);
an observer error system, Go(s); and the plant with the state feedback, Gf (s). Thus, the stability of the
system is guaranteed if all three subsystems are stable [19].

The transfer function from the EID, de(t), to the output y(t) is

Gdy(s) = Gc(s)Go(s)Gf (s).

It is necessary to ensure
‖Gc(jkωf )‖ ≈ 0, k = ±1,±2, . . . (27)

to reject the periodic disturbance.
For the system in Figure 5, let

ε =
∥

∥[CEID(jkωf )W (jkωf )]
−1

∥

∥ . (28)
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We choose Kq such that

ε ≪ 1 (29)

holds. Thus,

‖CEID(jkωf )W (jkωf )‖ ≫ 1 (30)

is true. Eq. (26) and Inequality (30) ensure that Eq. (27) holds, that is, d̃e(t) is a good estimate of de(t)
in both transient response and a steady state. As a result, the control law (16) rejects the disturbance.

3 Design of RC-EID-based control system

This section explains the design of the repetitive controller, the state observer, and the feedback gains of
the RC-EID-based control system to meet the requirements of stability and disturbance rejection.

3.1 Design of state observer and repetitive controller

Let the singular-value decomposition of a matrix Π (∈ R
p×m) be

Π = Ū
[

S̄ 0
]

V̄ T, (31)

where S̄ (∈ R
m×m) is a positive-definite matrix, and Ū (∈ R

m×m) and V̄ (∈ R
p×p) are unitary matrices.

The following lemmas are employed for the derivation of the stability condition of the RC-EID com-
pensator, Gc(s).

Lemma 1 ([20]). For a given matrix Π ∈ R
p×m with rank(Π) = p, there exists a matrix X̄ ∈ R

p×p

such that

ΠX = X̄Π

holds for any X ∈ R
m×m if and only if X can be decomposed as

X = V̄

[

X̄11 0

0 X̄22

]

V̄ T, (32)

where V̄ ∈ R
m×m is a unitary matrix, X̄11 ∈ R

p×p, and X̄22 ∈ R
(m−p)×(m−p).

Lemma 2 (Schur complement, [21]). For a given symmetric matrix

χ =

[

χ11 χ12

⋆ χ22

]

,

the following statements are equivalent:
(1) χ < 0;
(2) χ11 < 0 and χ22 − χT

12χ
−1
11 χ12 < 0; and

(3) χ22 < 0 and χ11 − χ12χ
−1
22 χ

T
12 < 0.

The stability condition for the system from de(t) to d̃e(t) (Figure 6) is the same as that for the
compensator, Gc(s). The state equation of CEID(s) is

ẋq(t) = −ωqxq(t) + ωqxq(t− T )− ωqB
+LC∆x(t). (33)
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And that of W (s) is
∆ẋ(t) = (A− LC)∆x(t) +KqBxq(t)−Bde(t). (34)

Let x̃(t) = [xq(t) ∆xT(t)]T. Then, the closed-loop system of Figure 6 is

˙̃x(t) = Ãx(t) + Ãdx(t− T ) + B̃de(t), (35)

where

Ã =

[

−ωq −ωqB
+LC

KqB A− LC

]

, Ãd =

[

ωq 0

0 0

]

, B̃ =

[

0

−B

]

.

Assume that the singular-value decomposition of the output matrix is

C = U [Ŝ 0]V̂ T, (36)

where Ŝ is a semi-positive definite matrix, U and V̂ T are unitary matrices. Let V̂ be

V̂ = [V̂1 V̂2], (37)

and then the stability of the system (35) is given by the following theorem.

Theorem 1. For a given cutoff angular frequency ωq and positive scalars α, β, and γ, if there exist
symmetric positive-definite matrices X1, X2, Y1, and Y2, and appropriate matrices M1 and M2, such that
the following LMI holds:





























Ψ11 Ψ12 ωqY1 0 X1 0 0

⋆ Ψ22 0 0 0 X2 −B

⋆ ⋆ −Y1 0 0 0 0

⋆ ⋆ ⋆ −Y2 0 0 0

⋆ ⋆ ⋆ ⋆ −Y1 0 0

⋆ ⋆ ⋆ ⋆ ⋆ −Y2 0

⋆ ⋆ ⋆ ⋆ ⋆ ⋆ −γ2I





























< 0, (38)

where

Ψ11 = −2α2ωqX1,

Ψ12 = αβ
(

−ωqB
+M2C +MT

1 BT
)

,

Ψ22 = β2
[

(AX2 −M2C) + (AX2 −M2C)T
]

,

then the system (35) is asymptotically stable. Moreover, if the singular-value decomposition of X2 is

X2 =
[

V̂1 V̂2

]

[

X21 0

0 X22

][

V̂1
T

V̂2
T

]

,

then the gains Kq and L are given by

Kq = M1X
−1
1 , L = M2UŜX−1

21 Ŝ−1UT. (39)

Proof. Consider a Lyapunov function candidate

V (t) = x̃T(t)P x̃(t) +

∫ t

t−T

x̃T(τ)Qx̃(τ)dτ, (40)

where

P = diag

{

1

α
P1,

1

β
P2

}

, Q = diag {Q1, Q2} .
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First, let

P1 = X−1
1 , P2 = X−1

2 , Q1 = Y −1
1 , Q2 = Y −1

2 .

Calculating the derivative of V (t) along the system (35) yields

V̇ (t) = ϕT(t)Φ0ϕ(t) + 2x̃T(t)PB̃de(t), (41)

where

ϕ(t) =

[

x̃(t)

x̃(t− T )

]

, Φ0 =

[

ÃTP + PÃ+Q PÃd

⋆ −Q

]

.

Since

2x̃T(t)PB̃de(t) 6 x̃T(t)PB̃B̃TP x̃(t) + dTe (t)de(t),

we have

V̇ (t) 6 ϕT(t)Φ1ϕ(t) + dTe (t)de(t), (42)

where

Φ1 =

[

ÃTP + PÃ+ PB̃B̃TP +Q PÃd

⋆ −Q

]

.

According to Assumption 2, de(t) is bounded. If Φ1 < 0 holds, then the system (35) is asymptotically
stable [22]. From Lemma 2, it is clear that Φ1 < 0 is equivalent to













ÃTP + PÃ PÃd Q PB̃

⋆ −Q 0 0

⋆ ⋆ −Q 0

⋆ ⋆ ⋆ −I













< 0. (43)

Next, applying Lemma 1 to the output matrix C gives

CX2 = X̄2C. (44)

Then, letting

X2 =
[

V̂1 V̂2

]

[

X21 0

0 X22

][

V̂1
T

V̂2
T

]

, KqX1 = M1, LX̄2 = M2 (45)

yields

X̄2 = UŜX−1
21 Ŝ−1UT. (46)

Pre- and post-multiplying (43) by diag{αX1, βX2, Y1, Y2, Y1, Y2, γI} and combining it with (44)–
(46) yield (38) and (39).

Remark 2. The parameters α, β, and γ are used to adjust the control performance. More specifically,
α is mainly for Kq, β for L, and γ for H∞.

3.2 Parameter optimization

Among feasible solutions to LMI (38), we find one that achieves the best disturbance-rejection perfor-
mance. Therefore, a PSO algorithm (Figure 7) is used to find the best combination of α, β, and γ in
Theorems 1.

We choose a fitness function

J =

∣

∣

∣

∣

1

ε
−m

∣

∣

∣

∣

(47)

to evaluate the particles for the PSO algorithm. In (47), ε is given in (28) and m (> 0) is a tuning
parameter. A small J means that

ε ≈
1

m
.
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Figure 7 Flowchart of PSO algorithm.

Clearly, a large m results in a small ε. Thus, as explained in Subsection 3.2, it yields a satisfactory
disturbance-rejection performance.

The updating laws for the velocity and position of the PSO are

{

v
(ν+1)
i = wv

(ν)
i + c1(z

(ν)
p − z

(ν)
i ) + c2(z

(ν)
g − z

(ν)
i ),

z
(ν+1)
i = z

(ν)
i + v

(ν+1)
i ,

(48)

where zi = [αi βi γi] and vi = [vαi vβi vγi] (i = 1, 2, . . . , N) are the current position and velocity,
respectively, N is the population size, ν is the number of iterations, zp is the personal best position, zg
is the global best position, c1 and c2 are acceleration constants, and w is the inertia weight. To balance
the global search velocity and the local search accuracy, w is updated by

w = wmax − (wmax − wmin)
ν

νmax
, (49)

where wmax and wmin are the maximum and minimum weights, respectively; νmax is the maximum
iteration number.
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Remark 3. The use of the frequency-domain performance index J in (47) significantly reduces the
computational complexity of the PSO algorithm because it avoids the integral operation of the tracking
error e(t) in a time-domain performance index.

3.3 Design of state-feedback gains

Redrawing Figure 4 yields Figure 8. The Laplace transform of the tracking error e(t) is

E(s) =
1

1 +M(s)P̄ (s)
R(s) +

Gc(s)Go(s)P̄ (s)

1 +M(s)P̄ (s)
De(s). (50)

The exogenous disturbance is rejected by the compensator Gc(s), and the internal model M(s) is used
to guarantee the input-tracking performance.

A state-space model containing the plant and the internal model of a step signal is

˙̄x(t) = Āx̄(t) + B̄ū(t) + B̄Rr(t), (51)

where x̄(t) = [xT(t) xT
R(t)]

T, and

Ā =

[

A 0

−BRC AR

]

, B̄ =

[

B

0

]

, B̄R =

[

0

BR

]

.

The state-feedback control law is

u = K̄x̄(t), K̄ = [KP KR]. (52)

Minimizing the performance index

JK =

∫ ∞

0

{

x̄T(t)QK x̄(t) + uT(t)RKu(t)
}

dt (53)

yields

[KP KR] = −R−1
K B̄TP, (54)

where P is the solution of a Riccati equation,

ĀTP + PĀ− PB̄R−1
K B̄TP +QK = 0.

Remark 4. Notably, the input-tracking performance depends on KP and KR, which can be adjusted
by QK and RK . This means that the RC-EID approach overcomes the limitations of the conventional
RCS.

3.4 Design procedure

Extracting the key points from the above discussion gives the following design steps for the RC-EID-based
control system:

Step 1. Choose the delay time T for the repetitive controller CEID(s).

Step 2. Choose the highest angular frequency ωr for the disturbance estimation and rejection.

Step 3. Choose the low-pass filter in the repetitive controller that satisfies

q(jω) ≈ 1, ω ∈ [0, ωr]. (55)

Step 4. Design the gain in repetitive controller Kq and the state observer gain L by optimizing (47).

Step 5. Check if H(s) (that is, Go(s)) is stable. If it is not, return to Step 4 and redesign Kq and L.
Otherwise, continue.

Step 6. Design the feedback gains, KP and KR, by optimizing (53).
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4 Simulation verification

Consider a rotational control system with the parameters of the plant (1) being the same as those in [8]:

A =









−31.31 0 −28330

0 −10.25 8001

1 −1 0









, B =









28.06

0

0









, Bd =









0

7.210

0









, C =
[

1 0 0
]

. (56)

The following disturbance (Figure 9)

d(t) = 25 sinπt+ 12.5 sin 2πt+ 6.25 sin4πt (57)

was added to the plant. A simple verification shows that this system satisfies Assumptions 1 and 2.
First, since ωf = π rad/s and ωr = 4π rad/s, we select T = 2 s and ωq = 100 rad/s.
Next, we choose the parameters of the PSO algorithm to be

c1 = 1, c2 = 1, wmax = 1.2, wmin = 0.4, νmax = 100, N = 100, m = 1000

and the search ranges to be

{

vi ∈ [−10, 10],

α ∈ (0, 500], β ∈ (0, 500], γ ∈ (0, 500].

The PSO algorithm yields

{

J = 0.0211,

αg = 37.8587, βg = 201.4861, γg = 164.8168
(58)

and
{

Kq = −1141.0737,

L = [−31.3051 − 60.5391 − 4.9862]T.
(59)

The relationship between the fitness and population size is shown in Figure 10.
For a reference input

r(t) = 1× 1000(t) rpm, (60)

we choose the internal model to be

AR = 0, BR = 1.

Choosing

QK = diag{1, 1, 1, 10}, RK = 1

in (53) yields

KP = [0.4222 0.1394 − 1.4717], KR = −3.1623. (61)
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Figure 11 (Color online) Time response of RC-EID approach.
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Figure 12 Configuration of EID-based control system.

Simulation results are shown in Figure 11. The step reference input is imposed at t = 0 s. After the
system enters the steady state, the disturbance is imposed on the system at t = 20 s. The peak-to-peak
value of the RC-EID approach is less than 0.0941 rpm, which is 0.27% of the method without the RC-EID
compensator (35.1822 rpm).

To demonstrate the advantage of the RC-EID approach, we compare the RC-EID approach with
the conventional EID approach (Figure 12). The differences between the two approaches are the EID
compensator, which contains the filter and the observer gain. The filter in the conventional EID approach
is designed to be

Fe(s) =
1

0.01s+ 1
.

Using the concept of perfect regulation as stated in [8] yields the observer gain:

Le = [972.3130 − 11.5790 − 0.1108]T. (62)

Other parameters (AR, BR, KR, and KP ) are the same as those for the RC-EID approach.
The Bode magnitude plot from the EID to the output (Figure 13) shows that the magnitude is smaller

for the RC-EID approach than for the EID approach, especially at the fundamental and harmonic fre-
quencies of the disturbance. Thus, it yields a better periodic-disturbance rejection performance than
the EID approach (Figure 14). The peak-to-peak value of the RC-EID approach is 4.68% of the EID
approach (1.6476 rpm). Moreover, there is no steady-state error for the RC-EID approach.

We also compare the RC-EID approach with the conventional RCS (Figure 15), where the repetitive
controller CR(s) is set to be CEID(s) in (12). For KP in (61), we set Kq = 1140, which ensures that
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Figure 14 (Color online) Time responses of conventional EID

and RC-EID approaches.
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Figure 15 Conventional RCS. Figure 16 (Color online) Time responses of repetitive control

and RC-EID approaches.

the repetitive-control method has the same disturbance-rejection performance as the RC-EID approach.
The results are shown in Figure 16. Although they have the same steady-state control performance, the
transient performance is better for the RC-EID approach than for the repetitive-control method.

5 Conclusion

This paper presented the RC-EID approach that rejects periodic disturbances and tracks the step ref-
erence input. Since the RC-EID estimator contains a repetitive controller, it ensures that a periodic
disturbance is rejected without steady-state error. The gains of the repetitive controller and the state
observer were designed with the aid of an LMI. A PSO algorithm was used to optimize the disturbance-
rejection performance based on a frequency domain performance index, which reduced the computational
complexity. A speed control system showed the effectiveness of the RC-EID approach and its advantages
over the conventional EID approach. This approach has the following advantages.

(1) The configuration of the RC-EID based control system is simple. It plugs a disturbance compen-
sator into a standard feedback control system.

(2) The RC-EID approach overcomes the limitation of the conventional EID approach by making use
of the internal model of a disturbance in an EID estimator to guarantee the steady-state disturbance-
rejection performance.

(3) Compared with the conventional repetitive-control method, the RC-EID approach has a satisfac-
tory transient response for a step reference input.

It should be noted that this study focused primarily on linear systems. However, many control systems
are nonlinear. Thus, it is important to extend the RC-EID approach to deal with nonlinearities and reject
periodic disturbances, and this will be carried out in the future.
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