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Dear editor,

Cryptographic algorithms exist in the form of software or

hardware components inside security-critical information

systems, which are often deployed in a hostile environment.

Therefore, other than guaranteeing the security of the cryp-

tographic algorithms in the black-box model, ensuring the

security of the software or hardware components against the

attacks exploiting the physical leakage of the underlying de-

vices is considerably important. Among these attacks, the

so-called differential power analysis (DPA) [1], which is one

of the most powerful techniques, exploits the correlation be-

tween the instantaneous power consumption and interme-

diate values of a cryptographic algorithm. To counteract

DPA, various countermeasures applied on different levels of

a circuit have been proposed previously.

At ICICS 2006, Nikova et al. [2] proposed a masking

scheme, called threshold implementation (TI), that is inher-

ently immune against first-order DPA attacks even in the

presence of glitches. The TI technique divides the input of

a function into at least t+1 shares by Boolean masking and

computes with a non-complete set of input shares such that

sensitive values cannot be reconstructed using the knowledge

of t shares, thereby resulting in provable security against

first-order attacks. Moreover, herein, we mention the so-

called domain-oriented masking (DOM) technique proposed

by Gross et al. [3]. DOM uses only two input shares for first-

order security to implement a function with any algebraic

degree provided that the input variables of the unshared

function are shared independently.

The block cipher advanced encryption standard (AES) is

one of the most investigated cryptographic algorithms in TI

because of its importance and popularity. Most TI schemes

of AES are implemented in a serialized approach, whose S-

box is built on the tower field architecture [4]. We chose to

break the AES S-box into operations over F
24

and present

some new TIs for some subcomponents. To the best of our

knowledge, no scheme with uniform output has been found

when the TI technique was applied to the F
24

multiplier and

the F
24

square scalar separately. Therefore, we consider the

XOR of the F
24

multiplier and the F
24

square scalar (de-

noted by SqSc) as a single function Muls from F
28

to F
24

:

y = xm × xl + SqSc(xm + xl), where xm and xl represent

the high 4 bits and the low 4 bits of the 8-bit input x, re-

spectively. Further, we try to construct a shared implemen-

tation for Muls that satisfies all the three properties of TI:

correctness, non-completeness, and uniformity. The pseudo-

code for searching a uniform sharing for Muls is shown in

Appendix A. Fortunately, we find a uniform sharing, which

also satisfies non-completeness and correctness:

y1 = (xm
3 + xm

4 )× (xl
2 + xl

3) + SqSc(xm
2 + xl

2),

y2 = (xm
1 + xm

3 )× (xl
1 + xl

4) + SqSc(xm
1 + xl

1),

y3 = (xm
2 + xm

4 )× (xl
1 + xl

4) + SqSc(xm
4 + xl

4),

y4 = (xm
1 + xm

2 )× (xl
2 + xl

3) + SqSc(xm
3 + xl

3).

We propose a new TI for the F
24

inverter, where

the input and output are divided into four shares

and two shares, respectively. The inverter is exe-

cuted using four subcomponents Invij : F
24

× F
24

×

F
24

→ F
24

for i, j ∈ {1, 2} (see Appendix B).

To ensure the uniformity, Inv11, Inv12 and Inv21, Inv22 are

computed in separate cycles. The recombination occurs af-

ter a register-stage in the next clock cycle and thus does

not violate the non-completeness [5]. Certainly, each share

of the subcomponent is individually uniform, which ensures

that no first-order leakage occurs in the registers. Moreover,

the outputs of the F
24

inverter y1, y2 are jointly uniform.

The first-order DPA resistant implementation of AES.

First, the linear operations of AES can be implemented us-

ing two or more shares that are processed independently to

meet the requirement of first-order security. The implemen-

tation of the AES S-box, which somehow employs techniques
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Figure 1 The TI design of the AES S-box.

from both TI and DOM uses four input shares and two out-

put shares and demands no fresh randomness. The most

challenging part of the implementation of the AES S-box is

depicted in Figure 1.

Stage 1. The TI of the initial linear transformation can

be realized using four shares as all TIs are linear functions,

which is shown in Figure 1. Further, each 8-bit output of

linear transformation is divided into two 4-bit parts. We

consider the F
24

multiplier and the F
24

square scalar as a

single function and implement it using the new TI sharing

scheme presented above. The outputs of this stage are syn-

chronized with registers before going into the next stage.

Notably, some signals are XOR-ed to reduce the size of the

registers, where the four-share inputs of the F
24

multiplier

are decreased to two shares, independent with the remaining

first share.

Stage 2. We employ the scheme described earlier for the

F
24

inverter.

Stage 3. The F
24

inverter is implemented in two stages

and outputs two shares. The outputs are considered as the

inputs of the last two multipliers together with other signals,

which can be verified uniformly and independently.

Stage 4. The two F
24

multipliers in this stage are imple-

mented using the DOM technique. The fresh numbers em-

ployed for resharing are substituted by signals from stage 1,

which is the key to eliminate the usage of fresh randomness.

Because each 4-bit signal is independent with the inputs of

the corresponding F
24

multiplier by test, the reshared out-

puts satisfy uniformity. To avoid first-order leakages in the

subsequent computation, the outputs of this stage are syn-

chronized with registers before going into the next stage.

Stage 5. Finally, the output linear transformation is

performed using two shares.

Hardware architecture. In our AES TI, we use an 8-bit

serial architecture similar to [6] with necessary tweaks for

the TIs, and the overall architecture is shown in Appendix

C. There are three 128-bit registers in our design. Two of

which are used to keep the intermediate values of the shared

encryption, and one is for the key schedule algorithm, which

is implemented in an unshared form.

However, the TI-based AES implementation requires 24

cycles to complete one round of our implementation. In

the first 16 cycles, the XOR of the plaintext and the key is

sent to the S-box. According to the previous discussion (see

Figure 1), 5 cycles are required to complete the S-box com-

putation; therefore, the output of the S-box is available after

a delay of 4 cycles. Because there are 16 bytes in the state,

16 + 4 = 20 cycles are required to complete addRoundKey

and SubBytes. Moreover, the ShiftRows is performed in

the 20th cycle while the state is loading the output bytes

of the S-box. Then, the MixCols is performed in the last

four cycles. Therefore, we need 24× 10+ 16 = 256 cycles to

complete one AES encryption.

The state for the key schedule algorithm is depicted in

Appendix C. Apart from using an unshared S-box, the im-

plementation of the key schedule largely follows [3] with nec-

essary tweaks to tune it with the encryption process.

Our S-box operates on four-share input and outputs two

shares. We can use the method proposed in [7] to extend two

shares to four shares, where we choose locally-independent

bytes m1, m2 (see Appendix C) from the state arrays to

extend two shares a1, a2 to four shares b1, b2, b3, b4 as

follows:

b1 = m1, b2 = m1 + a1, b3 = m2, b4 = m2 + a2.

Performance. We synthesized our design using Synop-

sys Design Compiler 2014.09-SP3 with the UMC 180 nm

standard cell library, and the results are summarized in Ap-

pendix D. The results show that our realization costs 5850

GE and 256 clock cycles totally, whereas our shared AES S-

box costs 2034 GE. Moreover, compared with the previous

implementation that demands no fresh randomness [7], our

implementation considerably reduces the number of clock

cycles required for one encryption from 2804 to 256.

Leakage analysis. To prevent the tool from optimizing

over module boundaries, we implement our design on the

SAKURA-G board using Xilinx ISE with the “keep hierar-

chy” constraint. Total 10 million power traces covering the

ninth and part of the tenth round of AES are collected for

the design using a PicoScope 3203D oscilloscope sampling

at 250 MS/s.

We also implement another design where the correspond-

ing internal state is replaced with fresh randomness and per-

form leakage evaluations against these two designs to give a

comparison. We evaluate the effectiveness of our designs by

applying the test vector leakage assessment (TVLA) based

on Welch’s t-test (a.k.a non-specific t-test [8]), and the re-

sults obtained using 10 million traces are shown in Appendix

E for TI realization and TI realization with PRNG. There-

fore, we conclude that our AES TI is secured against stan-

dard first-order attacks under the condition of 10 million

traces. Conversely, as shown in Appendix E, our TI exhibits

obvious leakage using second-order analysis.

Conclusion. We provide new TIs for some components

of the tower field architecture of the AES S-box. Based on
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these new implementations, we present a new AES TI with

reduced cost. In the future, it will help in investigating how

to apply other recently developed techniques to further re-

duce the cost (e.g., the latency [9]) of the overall TI circuit.
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