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Dear editor,

Stability is a minimum requirement for systems, which in-

cludes stability in probability, stability in distribution, al-

most sure stability, and moment stability. Recently, pth

moment stability and stabilization have attracted the at-

tention of some researchers and many qualitative theories

were obtained.

Regional pole placement is a good method to guarantee

satisfactory transients, which places the closed-loop poles

in a suitable region of the complex plane. Regional pole as-

signment of the linear deterministic system was investigated

in various aspects, such as robust pole placement in linear

matrix inequality (LMI) regions [1, 2], and H2 or H∞ per-

formance with pole placement constraints [3]. Meanwhile, a

technique named the H-representation was proposed explic-

itly in [2], which can transform the stability in a mean square

sense of Itô stochastic systems to deterministic systems.

Motivated by the regional pole placement and the H-

representation method, we generalize the state matrix of a

linear discrete-time stochastic system to the extended state

matrix by the generalized H-representation. Meanwhile, the

quadratic terms of state vectors in the H-representation can

be extended to pth terms using the lexicographical order

of monomials. After this generalization, we can transform

the pth stability of linear discrete-time stochastic systems to

deterministic discrete-time systems with the extended state

matrix and vector.

Definitions and preliminaries. Let us first introduce the

definition of the LMI region and some common examples.

Definition 1 ([1]). A subset D of the complex plane is an

LMI region if there is a symmetric matrix M and a matrix

N such that

D = {s ∈ C : fD(s) = M + sN + sNT < 0}. (1)

In practical projects, a good controller should deliver suf-

ficiently fast, well-damped time responses and shorten ad-

justment time. The transient response and the damping ra-

tio of a linear discrete-time stochastic system are related to

the location of its poles. For instance, an interesting region

of linear discrete-time stochastic systems for control pur-

poses is the set R((q, 0), r, a, b). If an eigenvalue λ = σ± ξ · i

lies in R((q, 0), r, a, b), then

−σ
√

σ2 + ξ2
> cos θ :=

|a|

(a2 + r2 − (a− q)2)1/2
,

which implies that the damping ratio lies in [cos θ 1] and

a 6 σ 6 (b2 + r2 −(b− q)2)1/2, i.e., the damped natural fre-

quency lies in [a (b2+r2− (b−q)2)1/2]. Another interesting

region for control purposes is the setR((q1, 0), r1, (q2, 0), r2),

which has similar properties to R((q1, 0), r1, (q2, 0), r2).

Lemma 1 ([3]). A matrix A is D-stable, i.e., σ(A) ⊂ D,

if and only if there exists a symmetric matrix P > 0, such

that

MD(A,P ) := M ⊗ P +N ⊗ (PA) +NT ⊗ (ATP ) < 0.

Let us consider the following discrete-time linear stochas-

tic system:

{

x(t + 1) = Ax(t) +Bx(t)ω(t),

x(0) = x0,
(2)

where A, B are real constant matrices, t > 0, t ∈ Z+,

x(t) ∈ Rn, and ω(t) is an independent random variable

standard 1-D Wiener process defined on the filtered proba-

bility space (Ω,F ,P;Ft). We assume the probability space

(Ω,F ,P) is complete and the filtration satisfies the usual

conditions.

Definition 2 ( [4]). The linear stochastic system (2) is

asymptotically stable in the pth moment, if for any x0 ∈ Rn,

we have

lim
t→∞

E‖x(t; t0, x0)‖
p = 0.
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Definition 3 ([5]). Power vector x{m} is a vector of form
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x1(x1, . . . , xn)T{m−1}

x2(x2, . . . , xn)T{m−1}
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..

xn−1(xn−1, xn)T{m−1}

xn(xn)T{m−1}





















, m > 0,

1, otherwise,

where x = (x1, x2, . . . , xn).

Definition 4 ([6]). Assuming A ∈ Rm×n, the Moore-

Penrose generalized inverse matrix is a unique matrix A† ∈

Rn×m satisfying

AA†A = A, A†AA† = A†,

(AA†)T = AA†, (A†A)T = A†A.

Now let us investigate the pth moment D-stability and

D-stabilization.

Theorem 1. The linear stochastic system (2) is asymp-

totically stable in pth (p > 1) moment if and only if the

following deterministic system






X{p}(t + 1) = Ân·pX
{p}(t),

X{p}(0) = X
{p}
0

(3)

is asymptotically stable, where

B̂n·p−1 = H
†
n·p−1(Ân·p−2 ⊗B + B̂n·p−2 ⊗A)Hn·p−1,

Ân·p = H
†
n·p(Ân·p−1 ⊗ A+ B̂n·p−1 ⊗B)Hn·p .

In other words, the sufficient and necessary condition for

asymptotical stability in the pth moment of system (2) is

Ân·pPÂT
n·p − P < 0, (4)

or

Ân·pPÂT
n·p − P = −Q, (5)

or

σ(Ân·p) ⊂ (0, 1), (6)

where P > 0, Q > 0.

Proof. See Appendix A.

Remark 1. Based on the power vector and the general-

ized H-representation method, we transformed the asymp-

totical stability in the pth moment of stochastic systems

into the asymptotical stability of the deterministic systems,

which can be dealt with the Lyapunov direct method and

Hurwitz or eigenvalue criterion. Theorem 1 generalized the

mean square stability of the discrete-time stochastic system

through the H-representation method to asymptotic stabil-

ity in the pth moment of the discrete-time stochastic system.

As a special case of the pth moment asymptotic stability,

the sufficient and necessary conditions of the mean square

stability of the discrete-time stochastic system can be pre-

sented by Corollary 1.

Corollary 1. The discrete linear stochastic system (2) is

asymptotically stable in the mean square if and only if the

following deterministic system






X{2}(t + 1) = Ân·2X
{2}(t),

X{2}(0) = X
{2}
0

(7)

is asymptotically stable, where

Ân·2 = H
†
n·2(A⊗ A+ B ⊗ B)Hn·2. (8)

In other words, the sufficient and necessary condition for

asymptotical stability in the pth moment of system (2) is

Ân·2PÂT
n·2 − P < 0, (9)

or

Ân·2PÂT
n·2 − P = −Q, (10)

or

σ(Ân·2) ⊂ (0, 1), (11)

where P > 0, Q > 0.

Definition 5. For an LMI region D of the complex plane,

the discrete-time linear stochastic system (2) is D-stable in

the pth moment if the eigenvalues of Ân·p lie in D, i.e.,

σ(Ân·p) ⊂ D, and σ(Ân·p) is called the pth moment pole.

In the following, we investigate the regional stability in

the pth moment of a linear stochastic system. Based on

Theorem 1 and Lemma 1, it can be easily generalized to the

regional stability in the pth moment. We omit the proof and

only list the result.

Theorem 2. The discrete-time linear stochastic system

(2) is pth D-stable, if and only if there exists a symmetric

matrix P > 0, such that

M ⊗ P +N ⊗ (Ân·pP ) +NT ⊗ (Ân·pP )T < 0,

where Ân·p is definited as (4).

Appendix B shows the corollaries of Theorem 2.

The following shows how to use our main pth D-stable

results for pth D-stabilization purposes.

Definition 6. The linear stochastic system (2) is a gener-

alized pth D-stabilization for the given sub-collection D of

C, if there exists a constant state feedback u = Kx, such

that

{

dx(t) = (A+ CK)x(t)dt +Bx(t)dw(t),

x(0) = x0 ∈ Rn,
(12)

is pth D-stable.

Theorem 3. The linear stochastic system (2) is general-

ized as pth D-stabilizable, with a constant matrix K and

symmetry matrix P > 0, such that















−rP̂
qP̂ + Γ +H

†
n·2

×(B ⊗ B)Hn·2P̂

(qP̂ + ΓT + P̂H
†
n·2

×(B ⊗B)Hn·2)T
−rP̂















< 0, (13)

Γ + ΓT +H
†
n·2(B ⊗ B)Hn·2P̂

+ (P̂H
†
n·2(B ⊗ B)Hn·2)

T − 2aP̂ > 0, (14)

and

Γ + ΓT +H
†
n·2(B ⊗ B)Hn·2P̂

+ (P̂H
†
n·2(B ⊗B)Hn·2)

T − 2bP̂ < 0, (15)
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where

Γ =H
†
n·2

(

A⊗A+ (A⊗ C)

[−−−−−−−−→
η−1(p̂1)K

T

· · ·
−−−−−−−−−−−−−−→
η−1(p̂n(n+1)/2)K

T

]

+ (C ⊗ A)

[

−−−−−−−→
Kη−1(p̂1)

−−−−−−−→
Kη−1(p̂2) · · ·

−−−−−−−−−−−−−→
Kη−1(p̂n(n+1)/2)

]

+ (C ⊗ C)

[−−−−−−−−−→
Kη−1(p̂1)K

T · · ·
−−−−−−−−−−−−−→
Kη(p̂n(n+1)/2)K

T

])

.

Proof. See Appendix A.

Now let us introduce a numerical example.

Example 1. Consider the system (2) with matrices

A =

[

1 −4

−3 −2

]

, B =

[

0.9 0.1

−1.5 0.6

]

.

According to Theorem 1, we can get the eigenvalues of

Â2·2 as σ(Â2·2) = {−14.75, 12.92, 18.39}. Obviously, the

system is unstable in the mean square.

Letting C =
[

−2 −1

−0.3 3

]

, we give the region

R((q, 0), r, a, b) = R((0.5, 0), 0.3, 0.4, 0.7) to get better sys-

tem properties. The controller K1 =
[

0 −2.22

1 0.44

]

is obtained

in light of Theorem 3. After adding the controller K2, the

eigenvalues of the system matrix is

σ(ÂK2
) = {0.43 + 0.53i, 0.43− 0.53i, 0.69},

which is asymptotically stable in the mean square sense.

Meanwhile, we can get other eigenvalues of the system ma-

trix as σ(ÂK2
) = {0.62 + 0.58i, 0.62 − 0.58i, 0.99} under

the controller K2 =
[

0.09 −2.11

1.01 0.22

]

without any regional con-

strain. The system converges faster with controller K1 than

with controller K2.

See Appendix C for more detailed examples.
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