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Abstract Unmanned aerial vehicles (UAVs) with limited energy resources, severe path loss, and shadowing

to the ground base stations are vulnerable to smart jammers that aim to degrade the UAV communication

performance and exhaust the UAV energy. The UAV anti-jamming communication performance, such as the

outage probability, degrades if the robot relay is not aware of the jamming policies and the UAV network

topology. In this paper, we propose a robot relay scheme for UAVs against smart jamming, which combines

reinforcement learning with a function approximation approach named tile coding, to jointly optimize the

robot moving distance and relay power with the unknown jamming channel states and locations. The robot

mobility and relay policy are chosen based on the received jamming power, the robot received signal quality,

location and energy consumption, and the bit error rate of the UAV messages. We also present a deep

reinforcement learning version for the robot with sufficient computing resources. It uses three deep neural

networks to choose the robot mobility and relay policy with reduced sample complexity, so as to avoid

exploring dangerous policies that lead to the high outage probability of the UAV messages. The network

architecture of the three networks is designed with fully connected layers instead of convolutional layers to

reduce the computational complexity, which is analyzed by theoretical analyses. We provide the performance

bound of the proposed schemes in terms of the bit error rate, robot energy consumption and utility based

on a game-theoretic study. Simulation results show that the performance of our proposed relay schemes,

including the bit error rate, the outage probability, and the robot energy consumption outperforms the

existing schemes.
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1 Introduction

Unmanned aerial vehicle (UAV) to ground communications are more vulnerable to jamming attacks
than terrestrial communications [1], owing to the limited UAV energy resources, severe path loss, and
shadowing caused by high altitude and mobility [2, 3]. Jammers can send jamming signals that contain
faked commands or information to prevent the base station (BS) from receiving the UAV messages.
Particularly, a smart jammer can even use universal software radio peripherals to continuously eavesdrop
on the status of channels, and apply reinforcement learning (RL) algorithms to choose its jamming
strategy accordingly [4]. Compared with the static jammers and random jammers, smart jammers are
more reactive and aim to interrupt the transmissions from UAVs to BSs, exhaust UAVs’ battery, and
further launch the denial of service attacks.

Typical anti-jamming techniques for wireless communications, such as frequency hopping, are not
applicable to UAVs with limited energy and bandwidth resources [2, 5]. Owing to the high mobility,
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UAVs can choose their trajectories to resist jamming. For instance, a smart UAV trajectory design
scheme (STUD) in [6] optimizes the next waypoint of the UAV to improve the service quality of the
sensing task given the required waypoints and save the energy consumption. However, this scheme
suffers from severe path loss and requires the UAV to move within a specific area, which may lead to
sensing task failure under strong jamming attacks.

Robots can be used as relays to help wireless networks improve the transmission quality against jam-
ming owing to their faster deployment and flexible mobility [7]. Compared with the fixed relays such as
the ground node with limited coverage that are more expensive to deploy [7] and the UAV relays that
have specific tasks such as the sensing duty [8], the robots can help UAVs relay the messages by changing
their locations or transmit power to improve the communication performance [9, 10]. For instance, the
relay scheme based on spectral graph theory in [9] that optimizes the mobility strategy for less energy
consumption assumes full knowledge of the jammer location and channel states, which are rarely known
by the robot relay in a dynamic UAV-ground communication system under severe jamming.

Inspired by the efficiency in video and strategy board games, reinforcement learning has been used
to optimize the transmit power and the trajectory for cellular networks [11], mobile communication
systems [12], and UAV networks [13] without the prior knowledge of the network topology and channel
states of jammers. For example, the RL-based trajectory control scheme (QTC) designed in [11] applies
Q-learning to choose the moving strategy based on the other UAVs’ location to reduce the packet loss rate.
Nevertheless, this relay scheme cannot be directly applied in the robot aided UAV-ground communication
system against jamming attacks and thus suffers from the performance degradation.

In this paper, we propose an RL-based robot relay scheme for UAVs against smart jamming. Instead
of directly using a standard Q-learning such as QTC in [11], the robot relay scheme applies RL to jointly
optimize the moving distance and relay power, and uses a function approximation approach named tile
coding [14] to map all the quantized states into a number of tilings to reduce the storage overhead. More
specifically, the robot mobility and relay policy are chosen based on the received jamming power, the robot
received signal strength indicator (RSSI), location and energy consumption, and the bit error rate (BER)
of the UAV messages, which are used to build the state. Similar to [15], a hash function is used to map the
current state into several active tiles, in which each tile represents one of the transmission features of the
state. This scheme aims to increase the robot utility that contains the signal-to-interference-plus-noise
ratio (SINR) and the mobility and transmission energy consumption.

We present a deep RL version for the robot that has enough computing resources to further improve
the anti-jamming performance. By combining safe reinforcement learning with deep learning, this scheme
avoids choosing dangerous robot mobility and relay policies that cause a high outage probability of the
UAV messages and uses three deep neural networks, i.e., an online network, a risk network and a target
network, to extract the relay anti-jamming features. More specifically, this relay scheme uses the BER
of the UAV messages and the quality of service threshold as the basis to evaluate the risk values of each
mobility and relay policy under a specific state. All the three neural networks have the same architecture,
including an input layer, a hidden layer, and an output layer. The online network that outputs the Q-
values and the risk network that outputs the long-term risk values are used to choose the mobility and
relay policy, and the target network is used to reduce the overestimation of the Q-values. According
to [6], fully connected layers that provide lower computational and sample complexity than convolutional
layers in [16] are more effective for wireless anti-jamming communications. Thus, this scheme uses fully
connected layers in the three networks for the robot relay scenario to extract the anti-jamming features
in the state and thus reduce the exploration overhead.

We formulate a robot relay anti-jamming game, in which the robot chooses its mobility and relay
policy for lower BER, outage probability, and energy consumption, and the jammer selects its jamming
power to degrade the robot utility with less jamming power. The lower bounds that contain the BER
and energy consumption are derived based on the Nash equilibrium. Simulation results based on the
UAV-ground transmission model in [17] and the log-distance path loss channel model in [18] show that
the performance of the proposed schemes exceeds STUD in [6] and QTC in [11] by reducing the BER
and the outage probability, saving the robot energy consumption, and increasing the robot utility.

The rest of the paper is organized as follows. We review the related work in Section 2, followed by the
robot aided UAV-ground communication model in Section 3. We propose two robot relay schemes for
the UAV against smart jamming in Sections 4 and 5. Performance analysis and the simulation results
are provided in Sections 6 and 7, and the conclusion is drawn in Section 8.



Lu X Z, et al. Sci China Inf Sci January 2022 Vol. 65 112304:3

2 Related work

Power allocation is important for wireless networks against the random jamming [19], the fixed jam-
ming [20] and the smart jamming attacks [21]. For instance, the orthogonal frequency-division multiplex-
ing based Internet of Things system in [19] formulates a Colonel Blotto game and applies an evolutionary
algorithm to find the Nash equilibrium of the formulated game with a lower BER against a random
jammer. The stochastic approximation based anti-jamming scheme in [20] jointly optimizes the power
allocation strategies of the users with energy harvesting based on the channel vector of the jammer-
user link for a higher transmission rate and a lower computational complexity. The Bayesian game based
power control scheme in [21] applies the duality optimization theory to derive the Stackelberg equilibrium
against a smart jammer.

Trajectory planning has been used to resist jamming for UAV networks. The UAV in [6] applies a
Q-network that consists of three fully connected layers to optimize the trajectory for a lower BER and less
energy consumption to resist a greedy based smart jammer that can observe the channel status. The user
with a single antenna in [22] that applies deep recurrent Q-network to choose the moving trajectory with
the incomplete channel state information for less energy consumption achieves the SINR upper bound
against a smart jammer that supports deep learning.

Relay can help improve the communication performance of wireless networks. The dynamic adaptive
anti-jamming scheme in [9] uses spectral graph theory to select the relay position based on the Cheeger-
like inequalities to increase the achievable capacity of the cognitive radio network against a static jammer
and a mobile jammer. The multiple-input single-output system in [23] uses the distributed pricing-based
optimization to choose the channel access probability of each relay to resist a reactive jammer with
limited energy that can eavesdrop on all the available channels simultaneously. The cooperative relay
beamforming scheme in [24] applies the relaxation approximation method to choose the relay vehicles
and the corresponding beamformer for a higher network capacity against the radio frequency jamming
attacks. The secure UAV-aided non-orthogonal multiple access (NOMA) scheme as proposed in [25]
applies convex optimization to optimize the transmit power and precoding vectors for higher network
throughput and secrecy rate. The mmWave-enabled NOMA-UAV system as designed in [26] jointly
optimizes the UAV placement, the hybrid precoding, and the transmit power of users to further improve
the energy efficiency and sum rate.

Reinforcement learning helps wireless networks resist jamming attacks without relying on the known
jamming strategies. The deep RL based rate adaption scheme in [27] reduces the packet loss rate and
transmission latency by using the recent dueling neural network and the ambient backscattering against
the reactive and smart jammers. The underwater relay node in [28] that helps the sensor forward the
acoustic signals applies Q-learning and deep Q-network to determine its location and relay power, resist
a smart jammer and achieve the BER and energy consumption lower bounds. The cellular system in [29]
uses a UAV as the relay to resist the Q-learning based jamming attacks and combines deep Q-network with
transfer learning to optimize the UAV transmit power with reduced BER and communication overhead,
and less energy consumption.

3 System model

As illustrated in Figure 1, a UAV with multiple sensors such as cameras collects the sensing data such as
the traffic information and sends the data to the BS for traffic management with power PU and channel

gain h
(k)
U,B at time slot k. A robot located at (x

(k−1)
1 , x

(k−1)
2 ) m receives the UAV message with channel

gain h
(k)
U,R and RSSI r(k) and helps relay the message if the UAV-BS link is interrupted by a jammer.

The robot moves a
(k)
1 ∈ [−X,X ] m along the x-axis, a

(k)
2 ∈ [−Y, Y ] m along the y-axis to location

(x
(k−1)
1 + a

(k)
1 , x

(k−1)
2 + a

(k)
2 ) m, and then relays the message to the BS with power a

(k)
3 and channel gain

h
(k)
R,B, where X and Y are the maximum moving distance along the two axes. For simplicity, the robot

is assumed to have L1 and L2 feasible moving distances along the x-axis and y-axis, respectively. The

relay power with maximum constraint PR is quantized into L3 levels, i.e., a
(k)
3 ∈ {iPR/L3|0 6 i 6 L3}.

The BS applies the combining algorithm as designed in [30] that provides an accurate BER estimation
without requiring to know the channel state information to combine the messages from the robot and
the UAV, and uses the cumulative distribution function of the received signals to measure the BER b(k)
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Figure 1 (Color online) Illustration of a robot aided UAV-ground communication system, in which the robot chooses its moving

distance a
(k)
1 and a

(k)
2 , and relay power a

(k)
3 to help forward the UAV message to the BS against a smart jammer.

Table 1 Summary of symbols and notations

Symbol Description

PU UAV transmit power

X/Y Maximum moving distance of the robot along the x-axis/y-axis

L1/2 Feasible moving distances along the x-axis/y-axis

a
(k)
1 ∈ [−X,X] /a

(k)
2 ∈ [−Y, Y ] Moving distance along the x/y-axis at time slot k

PR/J Maximum relay power/jamming power

L3 Feasible relay power levels

a
(k)
3 ∈ {

iPR
L3
| 0 6 i 6 L3} Relay power

z(k) ∈ [0, PJ] Jamming power

h
(k)

U/R,B Channel gain of the UAV/robot-BS link

h
(k)
U,R Channel gain of the UAV-robot link

h
(k)

J,R/B
Channel gain of the jammer-robot/BS link

r(k) RSSI of the signal received by the robot

p
(k)
J Jamming power received by the robot

b(k) BER of the UAV messages

ρ
(k)

U/R,B SINR of the signal received by the BS from the UAV/robot

ρ
(k)
U,R SINR of the signal received by the robot from the UAV

ς(k) Robot energy consumption

based on the given modulation and channel coding scheme. The SINR of the UAV signal ρ
(k)
U,B and that

of the robot signal ρ
(k)
R,B are estimated based on b(k), which are sent to the robot. For simplicity, both the

robot and the BS are assumed to receive the noise signals with the resulting power given by σ2.

Jammers aim to degrade the transmission quality of the UAV messages, exhaust the UAV energy, and
even launch the denial of service attacks by sending jamming signals. In particular, a smart jammer uses
a universal software radio peripheral to continuously eavesdrop the channel transmission status, and then
flexibly changes its jamming power to attack the UAV transmission accordingly [4]. More specifically,
the smart jammer that has a maximum power given by PJ applies RL to choose the jamming power
z(k) ∈ [0, PJ] and sends the jamming signal to the robot and the BS.

The channel gain of the jammer-BS link is denoted as h
(k)
J,B. The robot receives the jamming signal

with received power p
(k)
J and channel gain h

(k)
J,R, and then estimates the SINR of the UAV signal denoted

as ρ
(k)
U,R based on the RSSI r(k) and the received jamming power p

(k)
J . Some important symbols and

notations are summarized in Table 1, and the time index k is omitted if no confusions occur.

4 RL-based robot relay scheme

We propose an RL-based robot relay scheme (RLRR) to determine the mobility and relay policy a(k) =

[a
(k)
i ]16i63. This scheme combines reinforcement learning with a tile coding technique to calculate the

Q-values for each mobility and relay policy under the current state denoted as o(k), instead of using the
iterative Bellman equation to update the Q-values for higher storage efficiency. More specifically, this
scheme applies the tile coding technique to map all the feasible states into M tilings, and each tiling
consists of C tiles, with C > M .
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The robot measures the received jamming power p
(k)
J and the RSSI r(k), and observes its location

(x
(k−1)
1 , x

(k−1)
2 ) at time slot k, which are used to form the state. The state o(k) also relies on the previous

energy consumption denoted as ς(k−1) and the previous BER b(k−1) obtained from the BS, which is given
by

o(k) =
[

p
(k)
J , r(k),

(

x
(k−1)
1 , x

(k−1)
2

)

, ς(k−1), b(k−1)
]

∈ Ω, (1)

where the continuous state space Ω consists of all the available jamming power levels and the feasible
RSSIs, moving distances, energy consumption levels and BER levels.

Similar to [15], this scheme uses the hash function to map the state o(k) into M active tiles, denoted
as {f(o(k),a′, i)}16i6M , for each mobility and relay policy a′ ∈ A, where f(o(k),a′, i) ∈ {1, 2, . . . , CM}
is the i-th active tile of the state-action pair (o(k),a′), and the action set A consists of the L1L2(L3 +1)
feasible mobility and relay policies.

The weight value denoted as ω(·) is the expected utility in the relay process, with each state-action
pair having M weight values. More specifically, the weight value of the i-th active tile under (o(k),a′) is
given by ω(f(o(k),a′, i)). Instead of directly updating the Q-values denoted as Q(o(k), ·) via the iterative
Bellman equation, this scheme uses the M weight values to compute the Q-values as follows:

Q
(

o(k),a′
)

=

M
∑

i=1

w
(

f
(

o(k),a′, i
))

, ∀a′ ∈ A. (2)

Based on the Q-values Q(o(k), ·) and ǫ-greedy algorithm, this scheme chooses the mobility and relay

policy a(k). As a result, the robot moves to location (x
(k−1)
1 + a

(k)
1 , x

(k−1)
2 + a

(k)
2 ), and relays the UAV

message to the BS with power a
(k)
3 . Upon receiving the feedback from the BS, the robot obtains the BER

b(k), and the SINR ρ
(k)
U,B and ρ

(k)
R,B. The robot measures the energy consumption ς(k) and estimates the

SINR of the received signal from the UAV ρ
(k)
U,R based on the RSSI r(k) and the received jamming power

p
(k)
J to compute the utility by

u
(k)
R = max

{

min
{

ρ
(k)
U,R, ρ

(k)
R,B

}

, ρ
(k)
U,B

}

− c1ς
(k), (3)

where c1 > 0 is the coefficient that represents the importance of the energy consumption in the util-
ity evaluation. Let α ∈ (0, 1] denote the learning rate and β ∈ [0, 1] be the discount factor. As
shown in Algorithm 1, this scheme uses the iterative Bellman equation to update the M weight val-
ues ω(f(o(k−1),a(k−1), ·)) similar to [15].

Algorithm 1 RL-based robot relay scheme

1: Initialize M , C, β, α, A, o(0), a(0), ω = 0, ς(0), x(0) and b(0);

2: for k = 1, 2, . . . do

3: Measure p
(k)
J and r(k);

4: Observe (x
(k−1)
1 , x

(k−1)
2 );

5: Form o(k) via (1);

6: for a′ ∈ A do

7: Map o(k) into M active tiles, {f(o(k),a′, i)}16i6M ;

8: Calculate Q(o(k),a′) via (2);

9: end for

10: Choose a(k) with ǫ-greedy based on Q(o(k), ·)

11: Move to location (x
(k−1)
1 + a

(k)
1 , x

(k−1)
2 + a

(k)
2 );

12: Relay the UAV message with power a
(k)
3 ;

13: Receive the feedback from the BS;

14: Obtain b(k), ρ
(k)
R,B and ρ

(k)
U,B;

15: Measure ς(k);

16: Estimate ρ
(k)
U,R;

17: Calculate u
(k)
R via (3);

18: for i = 1, 2, . . . ,M do

19: ω
(

f
(

o(k−1),a(k−1), i
))

← ω
(

f
(

o(k−1),a(k−1), i
))

+ α

(

u
(k−1)
R + β max

a′∈A

Q
(

o(k),a′

)

−Q
(

o(k−1),a(k−1)
)

)

;

20: end for

21: end for
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Figure 2 (Color online) Illustration of the deep RL-based robot relay scheme.

5 Deep RL-based robot relay scheme

We propose a deep RL-based relay scheme (DRLRR) with safe exploration for the robot that has suf-
ficient computing resources to resist jamming. This scheme uses three deep neural networks with the
same network architecture to avoid exploring the dangerous mobility and relay policies and reduce the
overestimation of the Q-values, and uses fully connected layers instead of convolutional layers for lower
computational complexity. More specifically, an online network outputs the Q-values, a target network
evaluates the Q-values of the chosen mobility and relay policy, and a risk network outputs the long-term
risk values.

Similar to Algorithm 1, the five-dimensional state o(k) is formulated via (1) and input into the online
network with weights ϕ(k−1) and the risk network with weights θ(k−1). This scheme uses the BER
b(o(k),a(k)) to evaluate the risk of choosing the policy a(k) ∈ A under state o(k). If the BER b(o(k),a(k))
is larger than the quality of service threshold defined as ξ, the risk value of state-action pair (o(k),a(k))
defined as I(o(k),a(k)) is set as 1, and 0 otherwise. Let γ ∈ [0, 1] be the discount coefficient that
parametrizes the uncertainty regarding the future risk values. The long-term risk values can be defined
as R(o(k),a(k); θ(k−1)) which depend on the future N risk values and the weights of the risk network
θ(k−1):

R
(

o(k),a(k); θ(k−1)
)

=

N
∑

i=0

γiI
(

b
(

o(k),a(k)
)

> ξ
)

. (4)

As shown in Figure 2, the risk network has three fully connected layers, including an input layer with
g1 neurons, a hidden layer with g2 neurons, and an output layer with L1L2(L3 +1) neurons. The hidden
layer is activated by rectified linear units (ReLU) and the output layer activated by the softmax function
obtains L1L2(L3 + 1) risk values of the feasible mobility and relay policies, i.e., R(o(k), ·; θ(k−1)). The
online network has the same architecture as the risk network, uses ReLU as the activation function in
the hidden layer, and outputs L1L2(L3 + 1) Q-values Q(o(k), ·;ϕ(k−1)).

This scheme uses Q-values and long-term risk values as the basis to choose the mobility and relay
policy a(k), with the policy distribution given by

Pr
(

a(k) = ã
)

=
exp

(

Q(o(k),ã;ϕ(k−1))
1+R(o(k),ã;θ(k−1))

)

∑

â∈A exp
(

Q(o(k),â;ϕ(k−1))
1+R(o(k),â;θ(k−1))

) . (5)

According to the chosen a(k), the robot moves to the new location (x
(k−1)
1 +a

(k)
1 , x

(k−1)
2 +a

(k)
2 ) and relays

the message with power a
(k)
3 . This scheme measures the robot energy consumption ς(k) and estimates

the SINR ρ
(k)
U,R to calculate the utility u

(k)
R via (3) similar to Algorithm 1.

This scheme saves the previous state-action pair (o(k−1),a(k−1)), the previous utility u
(k−1)
R , the current
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state o(k), and the previous risk value I(b(o(k−1),a(k−1)) > ξ) as the robot relay experience given by

ϑ(k) =

{

o(k−1),a(k−1), u
(k−1)
R ,o(k), I

(

b
(

o(k−1),a(k−1)
)

> ξ
)

}

, (6)

which is input to the replay pool defined as M. By randomly sampling λ relay experiences [ϑ(m(j))]16j6λ

from M, this scheme applies the stochastic gradient decent algorithm in [16] to update the weights ϕ(k)

and θ(k), with m(j) ∼ U(1, k). With the same network architecture in the online network, a target
network with weights φ(k−1) uses the sampled λ relay experiences to estimate the target Q-values defined
as Q(o(k), ·;φ(k−1)) and update the online network weights ϕ(k) [31]. More specifically, the online network
weights ϕ(k) are updated to minimize the mean square error between the Q-values and the target Q-values
as follows:

ϕ(k) = argmin
ϕ′

1

λ

λ
∑

j=1

(

u
(m(j)−1)
R + βQ

(

o(m(j)), arg max
a′∈A

Q
(

o(m(j)),a′;ϕ(k−1)
)

;φ(k−1)

)

−Q
(

o(m(j)−1),a(m(j)−1);ϕ′
)

)2

. (7)

The risk network weights θ(k) are updated with the stochastic gradient decent algorithm as follows:

θ(k) = argmin
θ′

1

λ

λ
∑

j=1

(

I
(

b
(

o(m(j)−1),a(m(j)−1)
)

> ξ
)

+ β min
a′∈A

R
(

o(m(j)),a′; θ(k−1)
)

− R
(

o(m(j)−1),a(m(j)−1); θ′
)

)2

. (8)

The target network weights φ(k) are updated with the online network weights ϕ(k) every B time slots to
avoid the instability exploration, as shown in Algorithm 2.

Algorithm 2 Deep RL-based robot relay scheme

1: Initialize γ, β, A, o(0), a(0), ς(0), x(0), b(0), N , λ, B,M = ∅, ϕ(0), θ(0) and φ(0);

2: for k = 1, 2, . . . do

3: Measure p
(k)
J and r(k);

4: Observe (x
(k−1)
1 , x

(k−1)
2 );

5: Form o(k) via (1);

6: Input o(k) to the online network and the risk network;

7: Risk network outputs, R(o(k), ·; θ(k−1));

8: Online network outputs, Q(o(k), ·;ϕ(k−1));

9: Choose a(k) via (5);

10: Move to location (x
(k−1)
1 + a

(k)
1 , x

(k−1)
2 + a

(k)
2 );

11: Relay the UAV message with power a
(k)
3 ;

12: Receive the feedback from the BS;

13: Obtain b(k), ρ
(k)
R,B and ρ

(k)
U,B;

14: Measure ς(k);

15: Estimate ρ
(k)
U,R;

16: Calculate u
(k)
R via (3);

17: Save ϑ(k) via (6);

18: M =M∪ ϑ(k);

19: if k > λ then

20: Randomly choose λ relay experiences fromM, [ϑ(m(j)) ]16j6λ;

21: Update ϕ(k) via (7);

22: Update θ(k) via (8);

23: if k mod B = 0 then

24: φ(k) ← ϕ(k);

25: end if

26: end if

27: end for

6 Performance analysis

We provide the computational complexity, the lower bounds including the BER and the energy con-
sumption, and the utility upper bound of the proposed robot relay schemes. More specifically, the robot
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relay process is formulated as a robot relay anti-jamming game, where the robot chooses the moving
policy a1 ∈ [−X,X ] and a2 ∈ [−Y, Y ] and its relay power a3 ∈ [0, PR], and the jammer selects its
power z ∈ [0, PJ]. Both the robot and the jammer aim to maximize their utility with reduced energy
consumption.

For simplicity, the channel gains of the UAV-BS/robot link, jammer-BS/robot link, and robot-BS link
are assumed to be a constant. The robot energy consumption consists of the transmission and moving
energy consumption, which is modeled as

ς = c2a3 + c3

√

a21 + a22, (9)

where c2 is the unit transmission energy consumption, and c3 is the unit moving energy consumption.
By (3) and (9), we have the robot utility given by

uR (a, z) = max

{

min

{

PUhU,R

zhJ,R + σ2
,

a3hR,B

zhJ,B + σ2

}

,
PUhU,B

zhJ,B + σ2

}

− c1c2a3 − c1c3

√

a21 + a22. (10)

The UAV message is assumed to use the binary phase-shift keying in the transmission, and the resulting
BER is given by

b =
1

2
erfc

(
√

max

{

min

{

PUhU,R

zhJ,R + σ2
,

a3hR,B

zhJ,B + σ2

}

,
PUhU,B

zhJ,B + σ2

}

)

. (11)

By choosing the jamming power z ranging from zero to PJ, the jammer aims to degrade the robot
utility and improve its own utility defined as uJ, which is modeled based on the robot utility uR and the
jamming energy consumption as follows:

uJ (a, z) = −uR − c4z, (12)

where c4 is the unit jamming energy consumption.

Theorem 1. The bounds of the RL based robot relay scheme are given by

ς = c2PR, (13)

b =
1

2
erfc

(√

PRhR,B

PJhJ,B + σ2

)

, (14)

uR =
PRhR,B

PJhJ,B + σ2
− c1c2PR, (15)

if

max

{

c1c2
(

PJhJ,B + σ2
)

,
PUhU,B(PJhJ,B + σ2)

PR
,
c4(PJhJ,B + σ2)2

PRhJ,B

}

6 hR,B <
PUhU,R

PR(PJhJ,R + σ2)
. (16)

Proof. By (10) and (12), if Eq. (16) holds, ∀z ∈ [0, PJ], we have

∂2uJ([0, 0, PR] , z)

∂z2
= −

2PRhR,Bh
2
J,B

(zhJ,B + σ2)
3 < 0, (17)

∂uJ([0, 0, PR] , z)

∂z
=

PRhR,BhJ,B

(zhJ,B + σ2)
2 − c4 > 0. (18)

Thus, we have

uJ ([0, 0, PR] , PJ) > uJ ([0, 0, PR] , z) . (19)

Let

n (a1, a2) = −c1c3

√

a21 + a22, (20)
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and ∀a1 ∈ [−X,X ] and a2 ∈ [−Y, Y ], we have

n (0, 0) > n (a1, a2) . (21)

Thus, n (a1, a2) is maximized at (a∗1, a
∗
2) = (0, 0). Let

l (a3) = max

{

min

{

PUhU,R

PJhJ,R + σ2
,

a3hR,B

PJhJ,B + σ2

}

,
PUhU,B

PJhJ,B + σ2

}

− c1c2a3, (22)

and ∀a3 ∈ [0, PR], if Eq. (16) holds, we have

dl (a3)

da3
=

hR,B

PJhJ,B + σ2
− c1c2 > 0. (23)

Thus, l (a3) is maximized at a∗3 = PR. By (10), (20) and (22), we have

uR(a, PJ) = n (a1, a2) + l (a3) . (24)

As both a1 and a2 are independent with a3, we have

uR([0, 0, PR] , PJ) > uR(a, PJ). (25)

Thus, by (19) and (25), we have that ([0, 0, PR] , PJ) is a Nash equilibrium of the robot relay game. Hence,
according to (9)–(11), we have the bounds given by (13)–(15).

Remark 1. The robot stays in a fixed location and relays the UAV message to the BS with its maximum
power PR against the jammer who sends jamming signals with maximum power PJ, if the channel gain of
the robot-BS link satisfies the bounds that depend on the transmit power of the UAV, the robot and the
jammer, as shown in (16). The robot energy consumption given by (13) only relies on the relay power.
Both the robot maximum relay power and the maximum jamming power affect the BER of the UAV
messages given by (14).

The computational complexity of DRLRR relies on the complexity of the three networks in the forward
and backward propagations. Both the online network and the risk network update their weights with
the forward and backward propagations, and the target network updates the weights with the backward
propagation.

According to [32], the number of the multiplications in the forward propagation defined as ε1 relies on
the input size 5, the output size L1L2(L3 + 1) and the sample relay experience size λ, and is given by

ε1 = 6λg1 + λ (g1 + 1) g2 + λL1L2 (g2 + 1) (L3 + 1) . (26)

Similarly, the number of the multiplications in the backward propagation defined as ε2 is given by

ε2 = 12λg1 + 2λ (g1 + 1) g2 + 3λL1L2 (g2 + 1) (L3 + 1) . (27)

Theorem 2. The computational complexity of QTC in [11] at time slot k is O(L1L2L3), that of RLRR
in Algorithm 1 is O(ML1L2L3), and that of DRLRR in Algorithm 2 is given by

ψ = O(g2λL1L2L3). (28)

Proof. According to [33], QTC in [11] has the computational complexity given by O(L1L2L3). Com-
pared with QTC, our proposed RLRR scheme maps the state intoM active tiles to compute the Q-values
in each time slot. Thus, the computational complexity of RLRR in Algorithm 1 is O(ML1L2L3).

According to [32], the computational complexity of the proposed DRLRR in Algorithm 2 at time slot
k is given by

ψ = O (2ε1 + 3ε2)

= O (λ (48g1 + 8(g1 + 1)g2 + 11(g2 + 1)(L1 + 1)L2L3)) (29)

= O (λ (g1 + (g1 + 1)g2 + (g2 + 1)(L1 + 1)L2L3)) (30)

= O (g1λ+ g1g2λ+ g2λL1L2L3) (31)

= O (g1g2λ+ g2λL1L2L3) (32)

= O (g2λL1L2L3) . (33)



Lu X Z, et al. Sci China Inf Sci January 2022 Vol. 65 112304:10

x (m)

y (m)

BS

UAV

(0,0,100)

Transmit power : 

100 mW

Jammer(0,0,0)

z (m)

(300,0,0)

Jamming power: 
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Robot

… … Jamming signal

Message

Figure 3 (Color online) Simulation settings of a robot aided UAV-ground communication system against a jammer located at

(350, 0, 0) m that chooses the jamming power from {0, 2.5, 5, 7.5, 10} mW, in which a robot forwards the UAV messages with

relay power ranging from zero to 200 mW.

Remark 2. The computational complexity of RLRR increases with the number of the exploration
samples, the number of the mapped active tiles, and the number of feasible mobility and relay policies of
the robot. The computational complexity of DRLRR also depends on the sample relay experience size
and the number of neurons in the hidden layer. DRLRR in Algorithm 2 that has higher computational
complexity than RLRR enables the robot with enough computing resources to optimize the mobility and
relay policy with reduced sample complexity.

7 Simulation results

We perform simulations based on a typical UAV-ground communication system at the center frequency
2.452 GHz to evaluate the performance of the robot relay schemes, with the initial topology as shown in
Figure 3. A three-dimensional coordinate system is considered, and the robot is assumed to only move
along the x-axis in the simulations. A UAV located at (0, 0, 100) m uses the camera sensor to collect
the traffic information and aims to send the collected data to the BS located at (300, 0, 0) m with power
100 mW and frequency 2.452 GHz [34], whose channel gain changes between 3.5× 10−13 and 4.0× 10−13.

The robot initially located at (160, 0, 0) m chooses the moving distance from zero to 5 m and then
moves to a new location with 2 mJ unit energy consumption. The channel gain from the UAV to the
robot changes between 1.6 × 10−12 and 2.5 × 10−11. According to the practical robots following SRRC
such as RoboMaster S1, the robot relays the UAV messages with power chosen from zero to 200 mW
and has 8 levels [35]. The channel gain of the robot-BS link is assumed to follow a log-distance path loss
model with exponent 3 according to [18], and the transmission cost coefficient is 0.005. According to [36],
the quality of service threshold is chosen as 10−3.

A smart jammer at a fixed location (350, 0, 0) m uses a universal software radio peripheral to eaves-
drop on the transmission channel status of the UAV and applies Q-learning to choose its power from
{0, 2.5, 5, 7.5, 10} mW with jamming cost coefficient 0.01. The jammer sends jamming signals to the
robot and the BS with both the channel gains following the log-distance path loss channel model in [18],
and the corresponding exponents are given by 3 and 3.9, respectively. The noise power received by both
the robot and the jammer is 10−14 mW according to [34].

The learning parameters are chosen according to the simulated training results not shown here with
reduced BER, outage probability and energy consumption. More specifically, the learning rate and the
discount factor are chosen as 0.8 and 0.6, respectively. The feasible states are mapped into 16 tilings, with
each tiling consisting of 1280 tiles. The robot randomly chooses 64 relay experiences in each time slot to
update the weights of both the online and risk networks, and updates the target network weights every
50 time slots. The three fully connected layers of each network have 5, 256 and 27 neurons, respectively.
In the simulations, each time slot lasts 6 s.

As shown in Figure 4, the BER of the UAV message, the outage probability and the robot energy
consumption decrease with time, and the robot utility increases with time. For example, RLRR decreases
the BER from 5.5‰ to 1.2‰, reduces the outage probability from 79.3% to 32.0%, and saves the robot
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Figure 4 (Color online) Performance of the relay schemes in a robot aided UAV-ground communication system against a smart

jammer whose maximum jamming power is 10 mW as shown in Figure 3. (a) BER; (b) outage probability; (c) energy consumption;

(d) utility.

energy from 7.4 to 1.1 mJ after 1500 time slots, which satisfies the quality of service requirement for a
typical UAV-ground communication system in [36].

Our proposed relay schemes outperform the benchmark QTC in [11] by reducing the BER and the
outage probability, saving the robot energy and increasing the utility. For example, the proposed RLRR
reduces the BER by 67.5%, the outage probability by 36.6%, and the robot energy by 31.4% and improves
the utility by 50.7% at the 1500-th time slot compared with QTC. In addition, RLRR exceeds STUD
in [6] with 79.5% lower BER, 56.4% lower outage probability, and 26.1% less energy consumption after
1500 time slots. That is because RLRR uses a robot as a relay to provide a better transmission link, save
the extra UAV moving energy consumption and avoid the sensing task failure caused by UAV mobility.

DRLRR outperforms RLRR soon after the start of the relay process, which reduces the BER by 94.2%
to 7× 10−5, decreases the outage probability by 93.8% to 2.0%, saves the robot energy consumption by
23.0% to 0.9 mJ, and increases the utility by 50.2% after 1500 time slots. The performance gain results
from the three fully connected layer based DNNs that avoid choosing the robot mobility and relay policies
related to transmission failure, and provide a more stable estimation of the expected long-term utility.
The deep RL based robot relay is more effective than RLRR for the robot with sufficient computational
resources such as RoboMaster EP, and suffers from performance degradation for the robot without enough
resources to support deep learning.

The performance averaged over 100 runs and 1000 time slots in Figure 5 shows that our proposed relay
schemes work well to resist a smart jammer whose maximum power changes from 10 to 50 mW. The BER,
the outage probability and the robot energy consumption increase with the maximum jamming power,
and the proposed schemes are more robust than QTC and STUD against strong jamming. For example,
RLRR has BER lower than 2.6‰, outage probability lower than 43.6%, and energy consumption less
than 1.1 mJ, if the maximum jamming power is lower than 50 mW. The performance gain of RLRR
over QTC, including the BER, the outage probability and the energy consumption is greater than 64.4%,
18.6% and 38.5%, respectively, as the maximum jamming power changes between 10 and 50 mW. In
addition, our scheme reduces the BER by 94.7%, decreases the outage probability by 53.7%, and saves
the energy consumption by 30.2% compared with STUD even under strong jamming with power 50 mW.
DRLRR further improves the performance in terms of the BER, the outage probability and the energy
consumption by 62.4%, 62.5%, and 12.6%, respectively. As shown in Figure 5(d), the utility of RLRR
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Figure 5 (Color online) Performance of the robot relay schemes averaged over 100 runs and 1000 time slots against a smart jammer

whose maximum jamming power is given by {10, 20, 30, 40, 50} mW. (a) BER; (b) outage probability; (c) energy consumption;

(d) utility.

decreases with the maximum jamming power owing to the increase of the BER, the outage probability
and the robot energy consumption. Its performance gain over QTC is higher than 28.1% even under
severe jamming attacks, and DRLRR further improves the utility by 38.9%.

8 Conclusion

In this paper, we have proposed an RL-based robot relay scheme for UAVs in the presence of smart
jamming attacks. By combining reinforcement learning with a tile coding technique, this scheme jointly
optimizes the robot’s moving distance and relay power with the goal of improving the UAV transmission
quality and saving the robot energy. We have proposed a deep RL version with safe exploration that
enables a robot with enough computing resources to choose the mobility and relay policy for a lower
sample and computational complexity. The computational complexity is analyzed and the lower bounds
containing the BER and the energy consumption are provided by deriving the Nash equilibrium of the
robot relay game. Simulations have been performed based on a UAV-ground communication system
against a smart jammer whose maximum jamming power is 10 mW, showing that the performance of the
proposed RLRR and DRLRR exceeds the QTC [11] by reducing 67.5% and 98.1% BER, reducing 36.6%
and 96.0% outage probability, and saving 31.4% and 47.2% robot energy after 1500 time slots.

In the future, we plan to improve the energy efficiency that consists of both the propulsion power and
transmit power by incorporating the UAV trajectory optimization. More specifically, our scheme can
choose to optimize the UAV trajectory or the robot relay policy that consists of the relay power and
mobility to improve the anti-jamming performance and energy efficiency.
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