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Abstract This paper proposes an event-triggered robust nonlinear model predictive control (NMPC) frame-

work for cyber-physical systems (CPS) in the presence of denial-of-service (DoS) attacks and additive distur-

bances. In the framework, a new robustness constraint is introduced to the NMPC optimization problem in

order to deal with additive disturbances, and a packet transmission strategy is designed for NMPC such that

DoS attacks can be tackled. Then, an event-triggered mechanism, which accommodates DoS attacks occur-

ring in the communication network, is proposed to reduce the communication cost for resource-constrained

CPSs. Besides, we prove that the NMPC algorithm is recursively feasible and the closed-loop system is

input-to-state practical stable under some sufficient conditions. Simulation examples and comparisons are

conducted to show the effectiveness of the proposed NMPC algorithm.
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1 Introduction

Cyber-physical systems (CPSs), which integrate advanced computation, communication and control tech-
nologies with physical process, are widely applied in research areas such as smart manufacturing, embed-
ded systems and smart grid [1, 2]. Due to possible exposure to unreliable network and complex physical
environment, CPSs may simultaneously face multiple cyber and physical issues, e.g., malicious cyber at-
tacks [3], uncertainties and/or disturbances [4], limited resources [5]. Therefore, it is of great importance
to develop resilient and resource-aware control strategies, especially for safe-critical CPS applications [5].

The major objectives of resilient control include security and robustness [4]. Security refers to the
operational normalcy under malicious attacks [6]. In particular, two of the main concerns with respect
to security are deception attacks and denial-of-service (DoS) attacks. Deception attackers intend to
manipulate the data transmission by injecting false and interpolated data packets into the communication
channel (e.g., [7] and references therein), whereas DoS attackers typically aim at jamming communication
channel such that the data transmission can be disabled for some time periods (for instance, [6]). In this
paper, we focus on designing resilient control strategies to guarantee security against DoS attacks and
robustness to disturbances. Recent research advances towards resilient control can be seen in [8–11] and
reference therein.

In addition to resilience, the control strategy for CPSs also need to consider resource-awareness in-
cluding inherent physical constraints and networking limitations. Firstly, physical constraints are usually
imposed on physical process such that states and control actions of that process fulfill operational safety
and actuator saturation. Model predictive control (MPC) is widely regarded as one of the most suc-
cessful control paradigms capable of handling these constraints in real applications such as oil refineries
and chemical plant. MPC can generate control law based on the optimal control and state sequences
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obtained by repeatedly solving constrained optimization problems with future system performance as ob-
jective functions [12]. Secondly, networking limitations reveal insufficient communication resources due
to imperfect communication channel or limited communication bandwidth [13]. Since communication in
CPSs is generally realized by data packets transmitted at discrete-time instants, the communication re-
source can become restricted especially when multiple devices share one communication channel. Hence,
it is necessary to develop resilient and resource-aware control strategies that can reduce the data trans-
mission without deteriorating stability and desired control performance, even in the presence of DoS
attacks.

To fulfill the aforementioned control objectives, we propose an event-triggered robust nonlinear model
predictive control (NMPC) strategy, where the packet transmission time instants are determined using
an event-triggered mechanism (ETM). The main contributions of this paper are as follows.

(1) A new robustness constraint is designed for the MPC optimization problem in order to tackle
additive disturbance. Different from the existing techniques [14, 15], the proposed robustness constraint
is constructed based on the state constraint set rather than the terminal state constraint, which can bring
the additional benefit of being able to act as state constraints.

(2) An improved packet transmission strategy is designed for the event-triggered robust NMPC frame-
work, where two dynamic buffers are respectively designed such that the actuator and the ETM can
receive real-time control signals and reference states despite the existence of DoS attacks. Based on this
transmission strategy, the proposed ETM can save more communication resources than the conventional
ETMs since it can accommodate the case when the intervals between any two consecutive triggering
instants can be larger than the prediction horizon.

(3) Sufficient conditions for the recursive feasibility of event-triggered robust NMPC and the input-to-
state practical stability (ISpS) of the closed-loop system are respectively given. Despite the existence of
DoS attacks and additive disturbances, the optimal value function of the NMPC optimization problem
can be proved as an ISpS-Lyapunov function.

Related work. In the vast majority of literature on resilient control, two types of DoS attacks have
been respectively formulated using deterministic and stochastic settings. The former characterizes attacks
by considering attack launching times and durations (e.g., periodic attacks [16–18] and time-sequence
based attacks [19–21]), whereas the latter focuses on stochastic nature of some malicious attackers (e.g.,
Bernoulli attacks [22] and Markov-modulated attacks [23]). Deterministic DoS attacks are often be-
lieved to be more realistic since attackers do have clear incentives to sabotage control objectives [19].
In addition, since time-sequence based attacks only impose explicit constraints on the attack duration
and/or frequency, periodic DoS attacks can be conveniently modeled using the time-sequence setup [19].
Throughout this paper, we formulate DoS attacks in the duration-constrained fashion; e.g., [21]. In [16],
an event-triggered control of continuous linear time-invariant (LTI) systems under periodic jamming at-
tacks was proposed, where the attack was formulated as a pulse-width modulated (PWM) signal that
has a uniform upper bound. In [17], the authors presented a relative-threshold triggering condition for
event-triggered control of continuous LTI system under periodic DoS attacks in forward and backward
channels. In this method, a zero-input strategy was applied due to DoS attacks, whereas the closed-loop
stability was derived using the time delay and switched system approach. In [18], the periodic DoS
attacks are characterized by a cyclic dwell-time switching strategy, by which the resulting augmented
system can be transformed to a stable and an unstable subsystems.

The ETM triggering rules rely on the state or output measurements, leading to the so-called Lebesgue
sampling based control, i.e., event-triggered control (ETC) [24, 25]. Compared with the conventional
periodic control scheme, ETC is effective to avoid unnecessary controller updates without jeopardizing
control performance. In particular, the integration of ETM into MPC is more beneficial in terms of
communication and computation reduction since MPC usually features heavier computational complexity.
Hence, many research efforts on event-triggered MPC (ET-MPC) have been undertaken by [14,15,26–28].
It is also of great importance to study ET-MPC for safe-critical CPSs since ET-MPC is a promising tool
that can exhibit remarkable performance of resource-awareness under imperfect communication networks.
However, the related research topics have largely remained unexplored with a few notable exceptions
including [29–31]. Specifically, DoS attacks and deception attacks have been respectively studied by [29,
30] in periodic sampling-based MPC settings. In order to save the communication resource, the authors
in [31] have introduced a robust ET-MPC framework for linear time-invariant systems under DoS attacks
and additive disturbances, where the closed-loop system was proved to be input-to-state practical stable.
Due to fixed-length control packets induced by MPC controllers, the packet transmission strategy in [31]
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may not fit well with resilient and resource-aware control objectives. In this paper, we aim to achieve
resilient and resource-aware control objectives for nonlinear CPSs with additive disturbances via an
event-triggered robust NMPC framework.

The remainder of this paper is organized as follows. Necessary notations and preliminaries are given
in Section 2. In Section 3, we describe the problem formulation. The event-triggered NMPC scheme is
introduced in Section 4. Section 5 presents some sufficient conditions under which the MPC optimization
problem is recursively feasible and the closed-loop system is input-to-state practical stable. In Section 6,
simulation and comparison examples are presented to verify the effectiveness of the proposed strategy.
Finally, we conclude this work in Section 7.

2 Notations and preliminaries

2.1 Notations

All real numbers and all the nonnegative real numbers are respectively denoted by R and R>0. The
symbols N>0 and N>0 represent the set of all nonnegative integers and the set of all positive integers.
Let N[a,b) denote all the integers larger than or equal to a and smaller than b. For a real number r ∈ R,
⌈r⌉ and ⌊r⌋ are the greatest and smallest integers around r. For a given matrix X , we use XT and
X−1 to denote its transpose and inverse. We write X ≻ 0 or X � 0 if X is positive definite (PD) or
positive semidefinite (PSD). The largest and smallest eigenvalues of X are denoted by λ(X) and λ(X),

respectively. Given a column vector x ∈ R
n, ‖x‖ represents its Euclidean norm and ‖x‖P :=

√
xTPx is

the P -weighted norm. For any set X ⊆ R
n, we define a metric on R

n as ‖X‖ △
= supx∈X ‖x‖. Note that

αX
△
= {αx : x ∈ X} is elementary-wise multiplication of X, where α ∈ (0, 1). Given two functions α1 and

α2, α1 ◦ α2 denotes the function composition of these two functions.

2.2 Input-to-state practical stability

Consider the following discrete-time nonlinear perturbed system:

xk+1 = g(xk, wk), (1)

where xk ∈ R
n and wk ∈ W ⊂ R

n are, respectively, the system state and the unknown but bounded
uncertainty with appropriate dimensions; W is a compact set containing the origin in its interior; g :
R

n × W 7→ R
n is a continuous mapping with g(0, 0) = 0. Note that the disturbance bound can be

represented by ‖W‖ △
= supw∈W ‖w‖.

Definition 1. Let K denote a class of continuous, positive-definite, and strictly increasing functions,
e.g., α ∈ K means that α : R>0 7→ R>0 is strictly increasing with α(0) = 0. A function α ∈ K belongs to
class K∞ if α(r) → ∞ as r → ∞. A continuous function β : R>0 × N>0 7→ R>0 belongs to class KL if:
(1) β(·, s) ∈ K for each fixed s > 0; (2) β(r, ·) is strictly decreasing with β(r, s) → 0 as s → ∞ for each
fixed r > 0.

By virtue of the comparison functions, we recall a very well-known stability definition.

Definition 2 (ISpS [32]). The system in (1) is said to be input-to-state practical stable if there exist
β ∈ KL, γ ∈ K and a constant c > 0 such that, for all w ∈ W, the state trajectory xk satisfies

‖xk‖ 6 β(‖x0‖, k) + γ(‖W‖) + c (2)

for all k ∈ N.

Based on these definitions, we are ready to present the following important ISpS result, which will be
used for analyzing the closed-loop stability.

Lemma 1 ([32]). If the system in (1) admits a continuous function V : Rn 7→ R>0 such that

αV (‖x‖) 6 V (x) 6 ᾱV (‖x‖) + c1,

V (g(x,w)) − V (x) 6 −αV (‖x‖) + γV (‖W‖) + c2,

where αV , ᾱV , αV ∈ K∞, γV ∈ K and c1, c2 > 0, then it is input-to-state practical stable. Besides, V is
called an ISpS-Lyapunov function for the system in (1).
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2.3 DoS attacks

As a common threat to CPSs, DoS attacks are launched by malicious adversaries to compromise com-
munication channel, rendering the CPS information (i.e., control signals) inaccessible from the key CPS
components such as the controller. Inspired by [19], we model the DoS attack by its launching time
instants and durations.

Let T a △
= {kaℓ ∈ N>0|ℓ ∈ N} and Da △

= {daℓ ∈ N>0|ℓ ∈ N} denote, respectively, all the launching time
instants and corresponding durations of the DoS attack, where ℓ denotes the ℓth launching. Using the
above configuration, the DoS attack can be properly formulated by a piecewise discrete-time sequence.
It is also worth noting that daℓ < kaℓ+1 − kaℓ , i.e., the time steps between the two consecutive launching
time instants must be larger than the ℓth DoS attack duration. Using the above notations, we can define
the total activation time of the DoS attack as

Ξ(0,∞)
△
=
⋃

ℓ∈N

N[ka
ℓ
,ka

ℓ
+da

ℓ
) (3)

and consequently define the overall successful transmission time as

Θ(0,∞)
△
= N[0,∞)\Ξ(0,∞). (4)

Note that Eqs. (3) and (4) provide a general way to describe any DoS attack on an infinite horizon.
Based on the above formulation, the DoS attack effect on the communication network can be described
as an indicator function, i.e.,

1Ξ(k) =

{

1, k ∈ Ξ(0,∞),

0, k ∈ Θ(0,∞),
(5)

where 1Ξ = 1 represents the communication channel is blocked and 1Ξ = 0 indicates a successful trans-
mission can be made through this channel.

However, it is practically impossible to evaluate the DoS attack effect on an infinite horizon. Thus,
a straightforward concept called the DoS attack duration is adopted, where the DoS attack effect on
the communication network can be measured on specific finite horizons (e.g., [8]). For any time interval
[k0, k) ⊂ [0,∞), we introduce the following similar notations:

Ξ(k0, k)
△
= Ξ(0,∞)

⋂

N[k0,k) (6)

and

Θ(k0, k)
△
= N[k0,k)\Ξ(k0, k), (7)

where k0 ∈ N>0, k ∈ N>0 and k > k0.

3 Problem statement

Consider a nonlinear CPS whose dynamics is governed by the following nonlinear discrete-time system:

xk+1 = f(xk, uk) + wk, (8)

where xk ∈ X ⊂ R
n, uk ∈ U ⊂ R

m, and wk ∈ W ⊂ R
n are the constrained system state, the constrained

control input, and the unknown but bounded additive disturbance, respectively. The nonlinear function
f : X×U 7→ R

n is a continuous mapping with f(0, 0) = 0, where X and U are all compact sets containing
the origin.

Assumption 1. For the system in (8), the following condition holds for all x, z ∈ X and u ∈ U:

‖f(x, u)− f(z, u)‖ 6 Lf (‖x− z‖), (9)

where Lf is the Lipschitz constant.
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The CPS is deployed over a wireless Ethernet-like communication network subject to DoS attacks. The
DoS attack can block the information transmission among the CPS components including the remote
controller, the actuator and the physical plant. Specifically, we consider DoS attacks occurring at the
controller-to-actuator (C-A) communication channel, where the control packets from the remote controller
to the actuator can be lost at some time instants. The following assumption from [21] is introduced to
characterize DoS attacks in terms of the total attack duration.

Assumption 2. Given the DoS attack induced activation time sequence in (6), there exist two constants
π > 0 and ρ ∈ (0, 1) such that

card (Ξ(k0, k)) =

k
∑

i=k0

1Ξ(i) 6 π+ ρ(k − k0), (10)

where card (Ξ(k0, k)) denotes the total duration of DoS attacks between time instants k0 and k.

Remark 1. Under the configuration of Assumption 2, DoS attacks considered in this paper are allowed
to launch at arbitrary time instants. Note that ρ depicts the ratio of the total attack duration in long

time intervals, i.e., lim
k→∞

card(Ξ(k0,k))
k−k0

= ρ. The other constant π provides an upper bound of duration for
consecutive DoS attacks. In addition, by assuming that all the time instants from k0 to k are affected by

DoS attacks, we can obtain the maximum duration of attack as Na
△
= ⌈π/(1− ρ)⌉.

The control strategy aims at regulating the system state into a small region around the origin in the
presence of additive disturbance and DoS attacks that can tamper the C-A communication channel. To
fulfill the control objective, an ET-MPC strategy is implemented using an optimization-based controller
that computes optimal control and state sequences and an aperiodic scheduling scheme that determines
when the system state is sampled and the optimization control problem (OCP) is solved. At each sampling
time instant kj , the cost function of the OCP is defined as

J
(

xkj
,ukj

) △
=

Np−1
∑

i=0

L(xi+kj |kj
, ui+kj |kj

) + Vf (xNp+kj |kj
), (11)

whereNp is the prediction horizon, xkj
is the state sampled at kj , ukj

△
= {ukj|kj

, u1+kj |kj
, . . . , uNp−1+kj |kj

}
is the control sequence to be determined, xi+kj |kj

is the ith predicted state, L : X×U 7→ R>0 is the stage
cost function, and Vf : Xf 7→ R>0 is the terminal cost function. Note that L and Vf are continuous with
L(0, 0) = 0 and Vf (0) = 0.

Problem 1. The objective of this paper is to design an event-triggered robust NMPC law uET
k =

µk−kj
(xkj

), which is obtained by minimizing the finite-horizon cost J in (11) and determining the sampling
instants kj with an ETM, such that the following two objectives are met: (1) the designed control law
can stabilize the system in (8) subject to DoS attacks and additive disturbances; (2) the proposed ETM
should ensure that not only the communication consumption is reduced but also the operational normalcy
is maintained at all time instants despite DoS attacks.

Remark 2. Due to vulnerability of wireless Ethernet-like communication networks, the CPS information
flowing among components of the CPS (e.g., the sensor, the actuator, and the remote controller) can be
tampered with by malicious DoS attacks. In such case, the control signal updates will be transmitted
over erasure communication channels such that the controlled system cannot get the control signals from
the remote controller at some time instants. Therefore, when the system in (8) is under DoS attacks,
the actual applied control law will be inevitably affected by DoS attacks (e.g., some control signals have
to be zero or kept with zero-order-hold), which will often cause severe adverse effects such as significant
control performance degradation or even system destabilization.

4 Event-triggered NMPC under DoS attacks

In this section, we propose an ET-MPC framework under DoS attacks (see Figure 1). Firstly, the MPC
optimization problem is designed using a new robustness constraint, where the optimal solutions (i.e., the
optimal control sequence and optimal state sequence) can be computed in the cyber layer and sent to the
actuator via a communication network. Secondly, the packet transmission strategy is presented, where
the dynamic buffer mechanism is introduced to compensate the adverse effect induced by DoS attacks.
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Figure 1 (Color online) The ET-MPC scheme under DoS attacks. The physical layer consists of the plant, the actuator and the

sensor. The cyber layer includes the MPC controller and the ETM. Two dynamic buffers are located respectively in the actuator

and the ETM in order to provide real-time control signals and the reference states.

Based on the optimal solutions, there are two dynamic buffers respectively generated at the actuator
side and the ETM side. Thirdly, the ETM is designed by continuously checking the discrepancy between
the real state and the reference state from the ETM buffer, which aims at reducing the communication
power consumption. Finally, we formulate the explicit control law by using the control signals from the
actuator buffer.

4.1 Constrained optimization problem

For the nonlinear system in (8), the corresponding OCP can be formulated as

u
∗
kj

=arg min
u∈U

Np

J
(

xkj
,ukj

)

(12a)

s.t. xkj |kj
= xkj

, (12b)

xi+1+kj |kj
= f(xi+kj |kj

, ui+kj |kj
), (12c)

xi+kj |kj
∈
(

1− i

Np
ζ

)

X, (12d)

ui+kj |kj
∈ U, i ∈ N[0,Np), (12e)

xNp+kj |kj
∈ ξXf , (12f)

where U is the control constraint, X is the state constraint, ξXf is the terminal constraint, and ζ, ξ ∈ (0, 1)
are scaling parameters for the robustness constraint in (12d) and terminal constraint. It is worth
noting that we require the proper design for ζ such that Xf ⊂ (1 − ζ)X, since the robustness con-
straint needs to obey the terminal constraint. In addition, we also have ‖ξXf‖ = ξ‖Xf‖. By solv-

ing the OCP at kj , we obtain the optimal control sequence and the optimal state sequence as u
∗
kj

△
=

{u∗
kj|kj

, u∗
1+kj|kj

, . . . , u∗
Np−1+kj |kj

} and x
∗
kj

△
= {x∗

kj |kj
, x∗

1+kj |kj
, . . . , x∗

Np+kj |kj
}, respectively. Note that

the OCP can be efficiently solved by using a direct multiple shooting method, where all the elements in
the above two sequences are treated as decision variables.

4.2 Packet transmission strategy

At each sampling instant kj , the MPC controller generates an optimal control sequence u
∗
kj

with appro-
priately chosen prediction horizon Np. Then, this control sequence will be sent to the actuator through
the C-A channel. The sequence transmission is implemented by using a TCP-like protocol, which can
send back an acknowledgement (ACK) signal to the MPC controller if a successful transmission is veri-
fied [33]. In other words, the controller can always know, in real-time, whether its current transmission
to the actuator is successful or not via the TCP-like protocol.
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In order to deal with packet dropouts induced by DoS attacks, we propose to use a dynamic buffer
mechanism aiming to not only generate the real-time control signal for the actuator but also generate
the reference state for the ETM. How the mechanism works with the actuator and the ETM will be
introduced later in Subsections 4.3 and 4.4. Before that, we give the detailed explanation of the proposed
buffer mechanism. In the mechanism, there are two dynamic buffers (i.e., ûB

kj
and x̂

B
kj
) designed using

the optimal control and state sequences obtained by solving OCP at kj . Specifically, û
B
kj

is designed for
generating real-time control signals, where each of its component is

ûB
k|kj

=

{

u∗
k|kj

, if k ∈ N[kj ,Np+kj),

κf (x̂k|kj
), if k ∈ N[Np+kj ,∞).

(13)

x̂
B
kj

is designed for generating reference states to ETM, where each of its component is

x̂B
k|kj

=

{

x∗
k|kj

, if k ∈ N[kj+1,Np+1+kj),

x̂k|kj
, if k ∈ N[Np+1+kj ,∞).

(14)

Note that the dynamic model x̂k+1|kj
= f(x̂k|kj

, κf(x̂k|kj
)), ∀k ∈ N[Np+kj ,∞) with x̂Np+kj |kj

△
= x∗

Np+kj |kj

has been used, where κf is the terminal control law defined in Assumption 3. At any time instant
k ∈ N[kj ,∞), the dynamic buffers are able to generate corresponding signals (i.e., ûB

k|kj
and x̂B

k|kj
), thanks

to the dynamic model used in constructing these two buffers.

Remark 3. Different from the conventional buffer mechanisms in [29,33,34], we apply a dynamic one,
where the real-time control signal is generated based on the latest received optimal control sequence and
the terminal control law. Specifically, the conventional buffers have fixed sizes subject to the prediction
horizon Np because they only use the optimal control sequence, while our proposed buffers have varying
sizes since they supplement the optimal control sequence with dynamically generated control signals.
Therefore, there could be still control signals generated at the actuator side even if the time interval
between the current time instant and the last sampling instant is larger than the prediction horizon.
This feature of the dynamic buffer is important to deal with DoS attacks since DoS attacks may tamper
the communication channel such that the sampling interval can exceed the prediction horizon.

4.3 Resilient event-triggering condition

In order to alleviate the communication load and reduce the network transmission, an event-triggered
scheduler is introduced to determine the sampling instants {k0, k1, . . . , kj , . . .}, j ∈ N at which the op-
timization problem will be solved and consequently the control packets will be transmitted. The ETM
receives the ACK signal, the measured system state and the reference state from the dynamic buffer.
Based on the above formulation, the triggering condition can be designed as

kj+1 = inf
{

k ∈ Θ(kj + 1,∞) : ‖xk − x̂B
k|kj

‖ > σ
}

, (15)

where σ is the triggering level to be designed. Due to the presence of DoS attacks, an additional condition,
i.e., kj+1 ∈ Θ(kj + 1,∞), is applied for guaranteeing that the control input sequence can be successfully
transmitted. This condition ensures that the sampling instants are not being attacked by DoS and the
minimum sampling interval is larger than one.

Compared with the conventional periodic sampling scheme, the aperiodic setting provides more flexibil-
ity on avoiding unnecessary control updates, especially for the case when the computationally demanded
OCP (12) has to be frequently solved. Similar event-triggering conditions can be found in [14,15]. How-
ever, unlike the existing mechanisms, our ETM does not enforce an explicit upper bound between two
consecutive sampling instants kj+1 and kj , which can potentially produce larger triggering intervals such
that more communicational resources can be saved.

Remark 4. The main difference between self-triggered mechanism (STM) and ETM is that ETM needs
to continuously check the system state in order to generate the next triggered time instant, whereas STM
determines the next triggered time instant based on the current state. That is to say, the triggered time
instant kj generated by ETM is a function of real system state (i.e., xk), while the one generated by
STM is a function of last sampled system state (i.e., xkj−1

). Therefore, STM can potentially reduce more
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communication power consumption compared with ETM. However, it may not be a very good choice
to use STM when the DoS attack is present. This is because the DoS attack may occur between the
triggered time instants. STM cannot handle this behavior since it lacks the proactive state measuring
capability like ETM. Although STM may provide better network performance, we use ETM in order to
deal with DoS attacks.

4.4 Explicit control law

Based on the MPC optimization problem, the buffer mechanism and the resilient event-triggering condi-
tion, the resultant control law can be written as

uET
k

△
= ûB

k|kj
, k ∈ N[kj ,kj+1), (16)

where {k0, k1, . . . , kj , . . .} denotes all the triggered time instants generated by (15). Then the closed-loop
system can be formally given by

xk+1 = f(xk, u
ET
k ) + wk, k ∈ N[kj ,kj+1). (17)

For a clear view of the event-triggered robust NMPC framework, we provide the detailed procedures as
shown in Algorithm 1.

Algorithm 1 Event-triggered robust NMPC under DoS attacks

Input: Initial state x0; the DoS attack satisfying (10); the time instant k = k0 = 0; j = 0; the terminal control law κf .

1: repeat

2: Sample the system state at kj and solve OCP at kj ;

3: Construct the dynamic buffers û
B
kj

and x̂
B
kj

according to (13) and (14);

4: while The condition in (15) is not triggered do

5: Apply ûB
k|kj

to the system in (8);

6: k = k + 1;

7: end while

8: Obtain the next triggered time instant kj+1 using (15);

9: j = j + 1;

10: until The control objective is achieved.

Remark 5. Through the proposed elaborate design of the ET-MPC scheme, the negative effect arising
from the DoS attack can be significantly and proactively alleviated. In this scheme, we develop two
strategies for dealing with DoS attacks. (1) The first one is the packet transmission strategy based on
optimal control and predicted state sequences obtained by solving MPC optimization problem. Using
this strategy, we can design two dynamic buffers that can not only generate the real-time control signals
to the actuator but also generate the reference states to ETM. In particular, these two buffers can be
generated via the dynamic model in order to tackle DoS attacks. (2) The second one is the resilient event-
triggering condition based on checking the discrepancy between the real state and the reference state. In
this condition, we apply the dynamic buffer to the ETM in order to deal with DoS attacks. Besides, by
using the dynamic buffer, we can also remove the explicit upper bound of the triggered sampling interval,
which is able to save more communication resources compared with existing ETMs. Thanks to these two
proposed strategies, the proposed robust NMPC can achieve better performance, compared with the case
of applying conventional ET-MPC.

5 Theoretical analysis

In this section, we first derive sufficient conditions for ensuring the recursive feasibility of OCP (12). Then,
the closed-loop stability in the sense of ISpS is investigated for the closed-loop system in the presence
of DoS attacks and additive disturbance. Before proceeding, we show some important properties of the
ETM in the following lemma.

Lemma 2. Suppose that Assumptions 1 and 2 hold. Given the ETM (15) and the DoS attack duration
constraint (10), the following two statements hold true.
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(a) The time interval between any two consecutive triggered time instants kj+1 and kj satisfies

inf
j∈N

{kj+1 − kj} >

{

ln(σ(Lf−1)/‖W‖+1)
ln(Lf )

, if Lf 6= 1,

σ
‖W‖ , if Lf = 1.

(18)

(b) The difference between the actual state xkj+1
and the reference state x̂B

kj+1|kj
is upper bounded as

follows:

sup
j∈N

{‖xkj+1
− x̂B

kj+1|kj
‖} 6 LNa+1

f σ +

Na
∑

i=0

Li
f‖W‖, (19)

where Na
△
= ⌈π/(1− ρ)⌉.

Proof. Without loss of generality, we consider the two state trajectories (i.e., the real state trajectory
xk and the reference state trajectory x̂B

k|kj
) on the time interval between any two consecutive triggered

time instants kj and kj+1. By solving OCP at kj , one can get an optimal control sequence u
∗
kj

and

its corresponding optimal state trajectory x
∗
kj
. From the buffer mechanisms, we can have x̂B

k+1|kj
=

f(x̂B
k|kj

, ûB
k|kj

). Because we apply the control input signals stored in û
B
kj

to the plant, the real state

trajectory evolves as xk+1 = f(xk, û
B
k|kj

) + wk, where wk ∈ W.

Then we show the first result by investigating the error between the real state trajectory xk and the
reference state trajectory x̂B

k|kj
on k ∈ N[kj+1,kj+1). With the help of Lipschitz continuity, one can have

‖xk − x̂B
k|kj

‖
6 ‖f(xk−1, û

B
k−1|kj

)− f(x̂B
k−1|kj

, ûB
k−1|kj

)‖+ ‖wk−1‖
6 Lf‖xk−1 − x̂B

k−1|kj
‖+ ‖W‖

6 L
k−kj−1
f ‖xkj

− x̂B
kj |kj

‖+ · · ·+ Lf‖W‖+ ‖W‖

6

k−kj−1
∑

i=0

Li
f‖W‖.

Combining the triggering condition (15) with the above inequality yields

L
kj+1−kj

f − 1

Lf − 1
‖W‖ > σ

for Lf 6= 1, and

(kj+1 − kj)‖W‖ > σ

for Lf = 1. From the above inequalities, we can obtain (18).

To prove the second result in (19), we use contradiction. Suppose that kj and kj+1 are a pair of two
consecutive triggered time instants such that Eq. (19) does not hold. Due to Lipschitz continuity, one
can obtain

‖xkj+1
− x̂B

kj+1|kj
‖ 6 LNa+1

f ‖xkj+1−Na−1 − x̂B
kj+1−Na−1|kj

‖+
Na
∑

i=0

Li
f‖W‖.

Since we assume that Eq. (19) does not hold, it follows

∥

∥

∥xkj+1−Na−1 − x̂B
kj+1−Na−1|kj

∥

∥

∥ > σ.

Then there must exist another triggered time instant between kj and kj+1. However, this contradicts
the fact that kj and kj+1 are consecutive triggered time instants. Therefore, we have proven that the
condition in (19) holds.
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Remark 6. It is worth pointing out that kj+1 − kj can be larger than Np due to the specific design of
our ETM. This leads to the major difference of our ETM in (15) compared with the other existing ETM
designs for MPC [14, 15]. The existing ETMs explicitly add an upper bound for the sampling interval
between kj+1 and kj , which leads to sampling intervals smaller than that of our ETM. In general, smaller
sampling intervals reveal worse network performance since more frequent communication will be required.
Although this unique feature of the proposed ETM is initially developed for tackling DoS attacks, it can
be more effective than the existing ETMs in terms of communication reduction.

5.1 Recursive feasibility analysis

In order to analyze the recursive feasibility of the proposed MPC algorithm, we firstly formulate a
candidate control sequence:

ũkj+1

△
= {ũkj+1|kj+1

, ũ1+kj+1|kj+1
, . . . , ũNp−1+kj+1|kj+1

}

and its corresponding candidate state sequence:

x̃kj+1

△
= {x̃kj+1|kj+1

, x̃1+kj+1|kj+1
, . . . , x̃Np+kj+1|kj+1

}.

Specifically, we have

ũk|kj+1

△
=

{

ûB
k|kj

, if k ∈ N[kj+1,Np+kj),

κf (x̃k|kj
), if k ∈ N[Np+kj ,Np+kj+1),

(20)

where x̃kj+1
can be obtained by injecting ũkj+1

into the nominal system dynamics, i.e.,

x̃k+1|kj+1
= f(x̃k|kj+1

, ũk|kj+1
) (21)

and x̃kj+1|kj+1
= xkj+1

. Note that the similar formulations have been widely used to prove the recursive
feasibility and stability, e.g., [14, 15].

The following conventional important notations and hypotheses for NMPC are introduced.

Assumption 3. There exist a function κf : Rn 7→ R
m with κf (0) = 0, αL, ᾱVf

, αVf
, αNp

∈ K∞, and a
set Xf ⊆ X containing origin such that

L(x, u) > αL(‖x‖), ∀x ∈ X, u ∈ U, (22)

αVf
(‖x‖) 6 Vf (x) 6 ᾱVf

(‖x‖), ∀x ∈ Xf , (23)

κf(x) ∈ U, f(x, κf (x)) ∈ Xf , ∀x ∈ Xf , (24)

Vf (f(x, κf (x))) − Vf (x) 6 −L(x, κf (x)), ∀x ∈ Xf , (25)
∣

∣VNp
(x)− VNp

(z)
∣

∣ 6 αNp
(‖x− z‖), ∀x, z ∈ X, (26)

where L is the stage cost function, Vf is the terminal cost function, and VNp
(x)

△
= J(x,u∗(x)) is the

optimal value function used throughout this paper defined using the OCP in (12).

The conditions (22)–(25) in Assumption 3 are necessary for proving stability for general nonlinear
MPC formulations [35]. It is also worth noting that continuity of the optimal value function in (26) is
often used to show robust stability of nonlinear CPSs with constraints, e.g., [34].

Before presenting the main theoretical results, the following assumption for the initial feasibility is
introduced.

Assumption 4 (Initially feasible region). There exists an initially feasible region XN ⊆ X such that
for all x0 ∈ XN the OCP in (12) admits a feasible solution with its initial value being x0.

Due to the formulation of the candidate control sequence in (20), the control input constraint in the
OCP is trivially satisfied. Then, to establish the recursive feasibility, it is equivalent to showing that
x̃kj+1

obeys the state constraint and enters the terminal set under Assumption 4.

Lemma 3. For the system in (8) under DoS attacks satisfying duration constraints in (10), suppose that
Assumptions 1–4 hold. The OCP (12) is recursively feasible at the triggered time instant kj generated
by the proposed ETM (15) if the following conditions are satisfied:

L
(1−β)Np

f

(

Na
∑

i=0

Li
f‖W‖+ LNa+1

f σ

)

6 max {ζ‖X‖, (1− ξ)‖Xf‖} , (27)
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Np >
αVf

(‖Xf‖)− αVf
(ξ‖Xf‖)

βαL(ξ‖Xf‖)
, (28)

where

β
△
=

⌊

ln (σ(Lf − 1)/‖W‖+ 1)

ln(Lf )
+ 1

⌋

/Np. (29)

Proof. Without loss of generality, we start the analysis by assuming that there exists an optimal
solution u

∗
kj

at the last triggered time instant kj . According to (13), the control signal from the actuator-

side buffer can be constructed as ûB
k|kj

. Then we will inspect x̃kj+1
on the time interval between kj+1

and Np + kj+1. To show recursive feasibility, it is equivalent to proving that x̃kj+1
fulfills:

(C1) the tightened state constraint, i.e., x̃k|kj+1
∈ ζ(1 − (k − kj+1)/Np)X, ∀k ∈ N[kj+1,Np+kj+1);

(C2) the terminal constraint, i.e., x̃Np+kj+1|kj+1
∈ ξXf .

Case 1: kj+1 < kj +Np. In this case, we need to establish the conditions such that: (1) the candidate
state x̃k|kj+1

enters Xf at k = kj + Np and satisfies (C1) for k ∈ N[kj+1,Np+kj); (2) the candidate state
satisfies (C1) for k ∈ N[Np+kj ,Np+kj+1) and finally enters ξXf (C2).

For k ∈ N[kj+1,Np+kj), we take an error term ‖x̃k|kj+1
− x̂B

k|kj
‖ to illustrate that the candidate state

satisfies both (C1) and x̃Np+kj |kj+1
∈ Xf . At the current triggered time instant kj+1 that is generated by

the ETM in (14), we have x̃kj+1|kj+1
= xkj+1

. Then using (19) in Lemma 2 and the Lipschitz continuity
by Assumption 1, one can obtain

∥

∥

∥x̃k|kj+1
− x̂B

k|kj

∥

∥

∥ 6 L
k−kj+1

f σ̄

for k ∈ N[kj+1,Np+kj). Note that we use a notation σ̄ = LNa+1
f σ +

∑Na

i=0 L
i
f‖W‖ for ease of exposition.

Applying the triangle inequality to the above inequality yields

‖x̃k|kj+1
‖ 6 ‖x̂B

k|kj
‖+ L

k−kj+1

f σ̄. (30)

In order to satisfy the tightened state constraint, we require

‖x̃k|kj+1
‖ 6

(

1− k − kj+1

Np
ζ

)

‖X‖

for k ∈ N[kj+1,Np+kj). Since ‖x̂B
k|kj

‖ 6 (1− k−kj

Np
ζ)‖X‖, by combining the above two equations with (30),

one can obtain
(

1− k − kj
Np

ζ

)

‖X‖+ L
k−kj+1

f σ̄ 6

(

1− k − kj+1

Np
ζ

)

‖X‖,

which consequently reveals

L
k−kj+1

f σ̄ 6
ζ(kj+1 − kj)

Np
‖X‖ 6 ζ‖X‖.

Note from Lemma 2 that kj+1 − kj > βNp. Applying this fact into the above inequality, one can obtain

L
(1−β)Np

f σ̄ 6 ζ‖X‖. (31)

To show x̃Np+kj |kj+1
∈ Xf , by following a similar reasoning, we have

∥

∥

∥x̂B
Np+kj |kj

∥

∥

∥+ L
(1−β)Np

f σ̄ 6 ‖Xf‖.

From the OCP in (12) and the buffer design, we can know x̂B
Np+kj |kj

∈ ξXf . To ensure that x̃Np+kj |kj+1

is driven into Xf , the following condition needs to be satisfied:

L
(1−β)Np

f σ̄ 6 (1− ξ)‖Xf‖. (32)

Combining the two conditions (31) and (32), we can obtain (27) such that the tightened state constraint
satisfaction is guaranteed for k ∈ N[kj+1,Np+kj) and x̃Np+kj |kj+1

∈ Xf .
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For k ∈ N[Np+kj ,Np+kj+1), it can be seen from Assumption 3 that

Vf (x̃k+1|kj+1
)− Vf (x̃k|kj+1

) 6 −L(x̃k|kj+1
, κf(x̃k|kj+1

)) 6 −αL(‖x̃k|kj+1
‖).

Note that the tightened state constraint (C1) is satisfied because Xf is an invariant set for (21) and
Xf ⊂ (1−ζ)X. In addition, we need to show the terminal constraint satisfaction, i.e., x̃Np+kj+1|kj+1

∈ ξXf .
In order to achieve this, it needs to satisfy the following inequality:

Vf (x̃Np+kj+1|kj+1
) 6 Vf (x̃Np+kj |kj+1

)−
Np−1+kj+1
∑

k=Np+kj

αL(‖x̃k|kj+1
‖) 6 Vf (ξ‖Xf‖).

Then using (22) and (23) in Assumption 3, the following inequality can be obtained:

αVf
(‖Xf‖)− βNpαL(ξ‖Xf‖) 6 αVf

(ξ‖Xf‖), (33)

which can guarantee that the candidate state enters the terminal constraint set. As a result, we can readily
establish the condition in (28), from (33), such that the candidate state enters ξXf at k = kj+1 +Np.

Case 2: kj+1 > kj +Np. Recalling the dynamic buffer design, the reference state trajectory after Np

steps remains inside ξXf due to (25) in Assumption 3, i.e., x̂B
kj+1|kj

∈ ξXf . In order to satisfy both (C1)

and (C2), we need to construct a candidate state sequence x̃kj+1
in which the first component x̃kj+1|kj+1

is inside Xf and the last component x̃kj+1+Np|kj+1
enters ξXf . To achieve this objective, we should have

‖x̃kj+1|kj+1
‖ 6 ‖x̂B

kj+1|kj
‖+ σ̄ 6 ‖Xf‖,

which shows

σ̄ 6 (1− ξ)‖Xf‖. (34)

Then following a similar procedure in Case 1, one can obtain

αVf
(‖Xf‖)−NpαL(ξ‖Xf‖) 6 αVf

(ξ‖Xf‖), (35)

such that x̃kj+1+Np|kj+1
∈ ξXf .

By combining (31)–(35), we can conclude that the OCP is recursively feasible if the conditions (27)
and (28) are satisfied.

Remark 7. When choosing the terminal cost function Vf and the stage cost function L as quadratic
functions such as xTPx and ‖x‖2Q + ‖u‖2R, the K∞ functions αVf

and αL can be simply obtained as

λ(P )(‖x‖) and (λ(Q) + ǫ)(‖x‖). Due to the presence of additive disturbances, the prediction horizon Np

cannot be too large; otherwise the recursive feasibility may not be guaranteed. Besides, the maximum
allowable DoS attack duration Na also affects the recursive feasibility. As long as the actual DoS attack
duration is less than Na, we can always ensure that the proposed robust NMPC algorithm admits feasible
solutions at each triggered time instant under the prerequisite of satisfying the established feasibility
conditions.

5.2 Input-to-state stability analysis

For the proposed robust NMPC of the nonlinear system subject to disturbances and DoS attacks, we
analyze the ISpS of the resulting closed-loop system. Specifically, we will show that the optimal value
function VNp

(x) is the Lyapunov function for the closed-loop system. In doing so, the decreasing property
of VNp

(x) will be investigated with the help of the candidate control and state sequences introduced in
Subsection 5.1.

Theorem 1. Suppose that Assumptions 1–4 hold. If the conditions in Lemma 3 are satisfied, then given
any xk0

∈ XN where k0 is the first triggered time instant, the closed-loop system in (17) is input-to-state
practical stable in the presence of DoS attacks satisfying (10) and additive disturbance.

Proof. To prove the ISpS, we use the optimal value function on the two consecutive triggered time
instants, i.e., the upper bound for VNp

(xkj+1
) − VNp

(xkj
). In order to achieve this, we introduce an
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intermediate value function VNp
(f̄kj+1−kj (xkj

)), where f̄ i+1(xkj
) = f(f̄ i(xkj

), ûB
i+kj |kj

) and f̄0(xkj
)

△
=

xkj
. Then VNp

(xkj+1
)− VNp

(xkj
) can be rewritten as

VNp
(xkj+1

)− VNp
(xkj

) =
(

VNp
(xkj+1

)− VNp
(f̄kj+1−kj (xkj

))
)

+
(

VNp
(f̄kj+1−kj (xkj

))− VNp
(xkj

)
)

,

where the two separated terms will be considered respectively in the following discussion.
Firstly, we consider the term VNp

(f̄kj+1−kj (xkj
))−VNp

(xkj
). By using the candidate control and state

sequences, one can obtain

VNp
(f̄kj+1−kj (xkj

))− VNp
(xkj

)

6 J(f̄kj+1−kj (xkj
), ũkj+1

)− VNp
(xkj

)

=

Np−1+kj+1
∑

k=kj+1

L(f̄k−kj (xkj
), ûB

k|kj
) + Vf (f̄

Np+kj+1−kj (xkj
))−





Np−1+kj
∑

k=kj

L(x∗
k|kj

, u∗
k|kj

) + Vf (x
∗
Np+kj |kj

)





= −
min {kj+1,Np+kj}

∑

k=kj

L(x∗
k|kj

, u∗
k|kj

) +

Np−1+kj+1
∑

k=max {kj+1,Np+kj}

L(f̄k−kj (xkj
), κf (f̄

k−kj (xkj
)))

+ Vf (f̄
Np+kj+1−kj (xkj

))− Vf (x
∗
Np+kj |kj

).

(36)

Now consider two different cases of the above inequality when kj+1 < Np + kj and kj+1 > Np + kj . For
kj+1 < Np + kj , applying (25) in Assumption 3 and the fact x∗

Np+kj |kj
= f̄Np(xkj

) to (36) yields

VNp
(f̄kj+1−kj (xkj

))− VNp
(xkj

)

6 −
kj+1
∑

k=kj

L(x∗
k|kj

, u∗
k|kj

)

6 −L(x∗
kj |kj

, u∗
kj|kj

)

6 −αL(‖xkj
‖).

(37)

For kj+1 > Np + kj , we can rewrite (36) as

VNp
(f̄kj+1−kj (xkj

))− VNp
(xkj

)

6 −
Np−1+kj
∑

k=kj

L(x∗
k|kj

, u∗
k|kj

) +
∣

∣

∣
Vf (f̄

kj+1−kj (xkj
))− Vf (x

∗
Np+kj |kj

)
∣

∣

∣

6 −L(x∗
kj |kj

, u∗
kj |kj

) + max{Vf (f̄
kj+1−kj (xkj

)), Vf (x
∗
Np+kj |kj

)}
6 −αL(‖xkj

‖) + ᾱVf
(‖Xf‖).

(38)

Secondly, we investigate the upper bound for the other term VNp
(xkj+1

) − VNp
(f̄kj+1−kj (xkj

)). Note
that we have VNp

(xkj+1
) = VNp

(fkj+1−kj (xkj
)), where f i+1(xkj

) = f(f i(xkj
), ûB

i+kj |kj
) + wi+kj

and

f0(xkj
)
△
= xkj

. In the above equation, fk−kj (xkj
) denotes the real trajectory of the perturbed nonlinear

dynamics (8) with the initial state xkj
and the disturbance wk. Then, we can have

∣

∣VNp
(xkj+1

)− VNp
(f̄kj+1−kj (xkj

))
∣

∣

=
∣

∣VNp
(fkj+1−kj (xkj

))− VNp
(f̄kj+1−kj (xkj

))
∣

∣

6 αNp

(

‖fkj+1−kj (xkj
)− f̄kj+1−kj (xkj

)‖
)

6 αNp
(‖f(fkj+1−kj−1(xkj

), ûB
kj+1−1|kj

)

− f(f̄kj+1−kj−1(xkj
), ûB

kj+1−1|kj
)‖+ ‖wkj+1−1‖)

6 αNp
(Lf‖fkj+1−kj−1(xkj

)− f̄kj+1−kj−1(xkj
)‖+ ‖W‖)

6 αNp





kj+1−kj−1
∑

i=0

Li
f‖W‖



 .

(39)
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Figure 2 The DoS attack sequence for 100 time steps.

Combining (38) and (39), one can obtain

VNp
(xkj+1

)− VNp
(xkj

) 6 −ᾱ(‖xkj
‖) + γ̄(‖w‖) + c̄, (40)

where ᾱ = αL, γ̄ = αNp
◦∑kj+1−kj−1

i=0 Li
f and c̄ = ᾱVf

(‖Xf‖) + αNp
(
∑kj+1−kj−1

i=0 Li
f‖W‖). In addition,

we have αL(‖x‖) 6 VNp
(x) 6 αNp

(‖x‖) by Assumptions 1 and 3. Together with (40), it follows that VNp

is an ISpS-Lyapunov function for the closed-loop system in (17). Summarizing all the above statements,
the closed-loop system is input-to-state practical stable in XN at the triggered time instant kj .

6 Simulation results

In this section, we apply the proposed scheme to a CPS-based control application. It includes a remotely-
controlled nonlinear cart-damper-spring system, a remote MPC controller, and an Ethernet-like network
environment that might be exposed to DoS attacks. The proposed scheme can also be applied to mecha-
tronics systems. The NMPC algorithms are implemented using CasADi [36].

6.1 System model and parameter configuration

The dynamic model of nonlinear cart-damper-spring system is given by







pk+1 = pk + Tcvk,

vk+1 = vk − Tc
τ

Mc
e−pkpk − Tc

hd

Mc
vk + Tc

u(k)

Mc
+ Tc

w(k)

Mc
,

where pk and vk denote the cart displacement and the cart velocity, Tc = 0.2 s is the sampling period, and
the other coefficients represent physical parameters including the cart mass Mc = 1.25 kg, the nonlinear
factor τ = 0.9N/m and the damping factor hd = 0.42Ns/m. The state and control input constraints are
respectively given by X = {[p, v]T| − 2 6 p 6 2,−2 6 v 6 2} and U = {u| − 1.5 6 u 6 1.5}. The DoS
attack sequence is depicted in Figure 2, where the maximum attack duration can be identified as Na = 3.

To exploit the proposed event-triggered NMPC algorithm, we first need to tune the OCP param-
eters. The prediction horizon is set as Np = 15; the stage cost is selected as L(x, u) = xTQx +
uTRu where Q = [0.1, 0.0; 0.0, 0.1] and R = 0.1; the terminal cost is Vf (x) = xTPx where P =
[0.1967, 0.0734; 0.0734, 0.1737]; the terminal law is κf (x) = Kx where K = [−0.3169,−1.1566]; the
terminal constraint is defined as ξXf , ξ = 0.8 where Xf = {x|xTPx 6 0.01} is the positively invariant
set via the method in [37]; the scaling ratio for the shrinking state constraint is set as ζ = 0.2. The
disturbance bound ‖W‖ is 0.0312. It is worthwhile to point out that L, Vf , κf ,Xf fulfill Assumption 3
with αL(s) = 0.1(‖s‖)2, αVf

(s) = 0.11(‖s‖)2, αVf
(s) = 0.26(‖s‖)2. Then according to the conditions in

Lemma 2, we can configure the triggering level σ as 0.01. It can be verified that the prediction horizon
Np, the triggered level σ, and the scaling parameters for the state constraint and terminal constraint
ζ, ξ ∈ (0, 1) obey the recursive feasibility conditions given the pre-defined state constraint X, the terminal
constraint Xf , the disturbance bound ‖W‖, and the DoS attack parameter Na. The initial state of the
system is given as x0 = [−1.2, 1.2]. The total simulation step is configured as Nsim = 100.

6.2 Results and comparisons

The simulation results and comparisons with a conventional ET-MPC in [14] are shown in Figure 3, where
the state trajectories, control input sequences, and event-triggered intervals are thoroughly compared.
Note that we have used the same ET-MPC parameter settings including the OCP parameters and the
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Figure 3 (Color online) The numerical comparisons between our proposed method and the ET-MPC strategy in [14]. The state

trajectories (p, v and pcom, vcom), control input sequences (uET and uET
com), and event-triggered intervals (H and Hcom) in 100 time

steps are respectively shown in the above three subfigures. The blue colored lines represent the results of our work, whereas the

red colored lines denote the results of [14].

triggering level when conducting the simulation comparisons. Also, all the comparisons are conducted
under the DoS attacks shown in Figure 2 and the same disturbance sequence.

From the first two subfigures in Figure 3, it can be observed that the proposed ET-MPC strategy can
not only fulfill the state and control input constraints but also stabilize the closed-loop system despite
the existence of DoS attacks and additive disturbances. The last subfigure in Figure 3 illustrates the
triggered time instants and intervals generated by the proposed ETM. Note that we have solved OCP
and transmitted control packet only on 9 triggered time instants, which can save a lot of communication
resource compared with periodic sampling based NMPC. In addition, it can be verified that the triggered
intervals satisfy the condition (18) in Lemma 2. Another interesting fact is that our ETM does permit
sampling intervals larger than the NMPC prediction horizon, which can further reduce communication
cost compared with traditional ETMs in [14, 15].

In order to further compare our proposed method with the one in [14], we introduce two quanti-
tative indices to respectively evaluate its network and control performance. Specifically, we take the
average sampling interval ( Nsim

The Number of Samplings) as the network performance index, and the total cost

(
∑Nsim

0 (xTQx+ uTRu)) as the control performance index. It is worth pointing out that: the larger the
average sampling interval is, the better the network performance will be. Then, we can obtain that the
network performance index of our method is 11.11 while the one of the comparison work is 2.28, which
shows that our method is superior than the comparison work in terms of network performance. It is also
worthwhile noting that the last sampling interval of our method is 17, which is larger than the predic-
tion horizon Np and hence verifies the superiority of our ETM on generating larger sampling intervals.
Besides, the simulation comparison also shows that the control performance index of our method (3.01)
is better than the one of the comparison work (5.19). In summary, the comparison results have shown
that our method has significant advantages over conventional ET-MPC in terms of both the network and
control performance.

In the following, we provide a Monte-Carlo simulation in order to show how the proposed ET-MPC
strategy behaves under different DoS attacks. The group of different DoS attacks are configured as
Na = 3, 5, 7, 9. Under each DoS attack configuration, we conduct 200 different samples of implementing
Algorithm 1. Then, we investigate the network and control performance indices as described in the
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Table 1 The performance comparison under different DoS attacks

DoS (Na) Network performance index Control performance index

3 13.3733 3.0085

5 13.8014 3.0090

7 14.3713 3.0102

9 15.6394 3.0127

aforementioned. The simulation results are shown in Table 1. As seen in Table 1, the network performance
index increases as Na increases, whereas the control performance index increases very slightly as Na

increases. This interesting result may actually reveal that our proposed resilient ETM contributes more
significantly to dealing with DoS attacks. In other words, our proposed ET-MPC tends to sacrifice its
network performance to compensate the adverse effect caused by DoS attacks. In addition, the control
performance seems to be largely maintained from unreliable communication network without significant
performance degradation.

7 Conclusion

We have studied the resilient control problem for resource-aware CPSs under duration-constrained DoS
attacks and additive disturbances. An event-triggered robust NMPC framework has been proposed to
achieve the resilient and resource-aware control objectives. In particular, we have designed an effective
packet transmission strategy and a novel robustness constraint to simultaneously deal with DoS attacks
and additive disturbances. The recursive feasibility of the NMPC optimization and ISpS of the resulting
closed-loop system have been guaranteed with some sufficient conditions. Finally, the effectiveness of
the proposed NMPC strategy has been verified by a nonlinear CPS application example. In the future
work, we will apply the event-triggered robust NMPC strategy to a more general case where the DoS
attacks occur at both the C-A communication channel and the sensor-to-controller (S-C) communication
channel.
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