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Abstract Sentiment classification aims to identify the polarity of a given review. Most existing methods

consider each review as an individual while ignoring the importance of the user and product information of the

given review. A direct way to integrate user and product information is to employ an attention mechanism to

learn the local interaction between them. However, local interactions cannot capture the global optimization

among user and product information. Therefore, we propose a novel interactive model to integrate both

local and global interactions between users and products. In particular, we employ an attention mechanism

to learn local interactions between users and products, and construct user and product interactive graphs to

model the global interaction of users and products. Empirical evaluation shows that our model outperforms

previous state-of-the-art methods significantly by learning the local and global interactions among users’

preferences, product characteristics, and reviews.
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1 Introduction

Sentiment classification is a task of identifying the sentiment polarity of a given text. In recent years,
sentiment classification has drawn much attention in the field of natural language processing (NLP) and
has many useful applications, such as opinion mining, product evaluation [1–3]. Therefore, sentiment
classification is one of the most active and critical researches for the industry and customers.

Previous enormous studies in sentiment analysis mainly analyze texts individually by using machine
learning algorithms. The performances of these models are heavily dependent on features, which either
focus on hand-craft features [4, 5] or use neural networks to discriminate features from data [6, 7].

However, these researches ignore users who express the sentiment and products which are evaluated.
Both of them have great influences on predicting the sentiment of texts. Therefore, several studies focus
on analyzing the influences of users and products for sentiment classification. For example, Chen et al. [8]
built a hierarchical long short-term memory (LSTM) model with a user product joint attention mecha-
nism. Wu et al. [9] applied two individual hierarchical neural networks to generate two representations
with user attention or product attention. Kim et al. [10] imposed category-specific weights instead of
a single weight for user, product, and review document. All of them show the importance of user and
product information. However, most of them either consider auxiliary information according to the user
or product ID, which is inadequate for using the information, or simply consider the local interaction by
using an attention mechanism.

Local interaction means considering the review individually, while global interaction means building
connections among user’s reviews, product reviews, and the main review document as comprehensively
as possible, and obtains global optimization. As shown in Table 1, from the user’s point of view, local
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Table 1 An example of comments

Review Sentiment

Main review These shoes are plain in color and concise in style. Positive

User-review 1 This plain color shoe is very versatile, no matter what I wear looks good with it. Positive

User-review 2 I prefer this concise style. It feels very clean and refreshing. Positive

User-review 3 The style of this dress is too exaggerated. It’s so bright that I can’t wear it at work. Negative

Product-review 1 I really like these shoes, the colors are simple and generous, and the feet are very comfortable. Positive

Product-review 2 The plain color is very versatile. These shoes look good no matter how you wear them. Positive

limited user information cannot analyze the user’s preference exactly, because this user has both positive
and negative reviews. Thus, we should consider the user’s preference from a global view and get the
information that this user prefers plain colors and concise styles. In addition, combining the other
product reviews further explains that these shoes are comfortable and liked by most people. Thus, the
sentiment of the main review is positive.

Therefore, it is worthwhile to model user’s reviews and product reviews for sentiment classification using
the local and global views collectively. In this paper, we propose a user product interactive model (UPIM)
to learn both local and global interaction of users and products. Firstly, we learn the representations
of the main review document, user’s review documents, and product review documents. Secondly, we
utilize the multi-head attention mechanism to capture the local interaction between the user/product
information and the main review, which can aggregate the representations of those user/product-aware
words to the main review. Thirdly, we construct a user interactive graph and a product interactive graph
to learn the global influence of the user and product information. Specifically, we model the contents
of user’s reviews and product reviews, which are a more comprehensive reflection of user’s preferences
and product characteristics than ID modeling. Besides, we incorporate the interactive graphs into the
convolutional neural network, which can better capture implicit interaction influences and achieve global
optimization. To prove the efficiency of our model, we conduct experiments on the Yelp dataset and
Amazon product data. We compare our model with several other models. The experimental results show
that our proposed model outperforms previous state-of-the-art methods significantly.

2 Related work

Sentiment classification is a fundamental problem in sentiment analysis, which is a research hotspot in
natural language processing.

2.1 Sentiment classification

Traditional studies are based on statistical machine learning models, which mainly rely on text with
labeled sentiment polarity to build classifiers. For example, Liu et al. [11] used a multiclass support
vector machine (SVM) model to solve sentiment classification, and extended it to adapt to sentiment
words on a specific topic. Zhang et al. [12] first used word2vec to cluster the similar features, and then

implemented sentiment classification by SVMperf, which is extended by original SVM for optimizing
multivariate performance measures. Song et al. [13] calculated the weights to reflect the different number
of positive and negative words and utilized multinomial Näıve Bayes algorithm for feature selection and
sentiment classification.

With the development of neural network models, a series of models have been successfully applied to
sentiment analysis. These models are leveraged as feature extractors to learn the representation of text,
including convolutional neural network (CNN), recurrent neural network (RNN), and LSTM.

CNN uses a convolutional operation to capture features [14]. Wei et al. [15] proposed a two-layer CNN
for cross-domain product review sentiment classification. Nguyen, Kavuri, and Lee [16] integrated the
CNN in the fuzzy logic domain, which can benefit from the use of fuzzy logic and obtain more refined
outputs. Liu et al. [17] utilized a gated recurrent unit (GRU) to obtain the compositional semantics of the
document and CNN to capture more dependencies between sentence features. Then, they employed an
attention mechanism in these two parts to distinguish the importance of words, sentences, and features
in the document.
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RNN forms the representation gradually from the previous historical context [18]. LSTM is a variant
of RNN, which can learn long short-term dependency and address the problem of gradient disappear-
ance [19]. Wang et al. [20] used LSTM for Twitter sentiment prediction, which can handle interactions
between words. Qian et al. [21] utilized LSTM for sentiment classification, and also attempted to model
the linguistic role of sentiment lexicons, negation words, and intensity words. Lei et al. [22] proposed
a novel sentiment lexicon enhanced attention-based LSTM model for sentence-level sentiment analysis.
Feng et al. [23] incorporated preceding tweets for context-aware sentiment classification and developed a
context attention based LSTM network.

Transformer is one of the state-of-the-art model architectures in NLP [24]. It benefits from the powerful
multi-head self-attention mechanism, which learns the token dependencies. Long et al. [25] combined
LSTM with multi-head attention to improve the performance of sentiment analysis. BERT stands for
bidirectional encoder representations from transformers, which can be fine-tuned with just one additional
output layer to create state-of-the-art models for a wide range of tasks and obtains new state-of-the-art
results, including sentiment analysis [26–28].

Despite the effective performance these neural network models have, the improvement is still limited,
because they consider the text individually.

2.2 Sentiment classification with external information

Apart from the text, user’s preferences and most customers’ impressions about the product make a
significant effect on the ratings. In recent years, some researchers consider additional information (e.g.,
user/product information) for sentiment classification. For example, Tang et al. [29] modeled each user
and each product by using a vector space model, and incorporated user- and product- level information
into a neural network approach for sentiment classification. Gui et al. [30] made use of a heterogeneous
network to model the shared polarity in product reviews and learn representations of users, products
they commented on, and words they used simultaneously. Ma et al. [31] cascaded the user and product
information to influence the generation of attention on the word and sentence layers when judging the
sentiment of a document. Dou [32] proposed a deep memory network for document-level sentiment
classification, which could capture the user and product information at the same time. Wu et al. [9] used
user attention and product attention for training and final sentiment classification. Kim et al. [10] studied
customized text classification and proposed to use basis vectors to effectively incorporate categorical
metadata on various parts of a neural-based model, which can customize classifiers based on possibly
multiple different known categorical metadata information (e.g., user/product information for sentiment
classification).

Different from previous studies, they either constructed an auxiliary information model according to
the user and product ID, or considered user and product joint attention, which lead to underutilization of
information. In addition, most studies employ the attention mechanism, but do not consider the global
interaction. Therefore, we propose a user product interactive model to capture the local and global
interaction among reviews, users, and products for sentiment classification.

3 User and product interactive modeling

In this paper, we aim to detect the sentiment of product reviews. Previous studies focus on analyzing
the text individually. However, there are interactions among users, products, and reviews. In order to
incorporate user preferences and product characteristics reasonably and effectively, we propose a UPIM.
In order to understand the symbols in the paper more clearly, we describe the main symbols in Table 2.

Our task can be formalized as follows: let U , P , and D represent the sets of users, products, and
reviews respectively. A user u writes a review document d about product p, and we should predict
the sentiment y for the review d, where u ∈ U , p ∈ P and d ∈ D. In order to better use the user
and product information, the input of our model is user’s reviews U(d), product reviews P (d) and the
main review document d, where U(d) = {du|du is the review that written by the user u, du 6= d} and
P (d) = {dp|dp is the review about the product p, dp 6= d}.

Figure 1 illustrates the overview of our proposed model. From the figure, the framework can be sepa-
rated into three main components: the representation of review, users and products, the local interaction
with multi-head attention mechanisms, and the global interaction with graph convolutional neural net-
work. In the representation part, we employ LSTM and self-attention to learn the representation of user’s
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Table 2 Symbol description

Symbol Description

U The set of all the users

P The set of all the products

D The set of all the reviews

d The main review that is used for sentiment analysis

du The review is written by the user u

dp The review for the product p

U(d) The set of du

P (d) The set of dp
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Figure 1 (Color online) Overview of our proposed model.

reviews U(d), product reviews P (d), and the main review d. The local interaction mainly learns the words
in the main review that show the strong user’s preferences and indicate the product’s characteristics. The
global interaction learns the implicit interaction influence among user’s reviews, product reviews, and the
main review. In the following, we will illustrate the model in detail.

3.1 Review representation

In general, we denote a review document d with n words {w1, w2, . . . , wn}. Firstly, we transform each
token wi into a real-valued vector xi using the word embedding vector of wi, obtained by looking up a
pre-trained word embedding table V via the skip-gram algorithm to train embeddings. Then, we use
a standard LSTM model to learn the shared document representation, and generate a hidden vector
sequence {h1, h2, . . . , hn}. At each step t, the hidden vector ht of the LSTM model is computed based
on the current vector xt and the previous vector ht−1 with ht = LSTM(xt, ht−1). Thus, we obtain the
review document d initial representation hd = {hd1, hd2, . . . , hdn}.

In order to obtain the syntactic and semantic features of the review document for sentiment analysis,



Zhou X B, et al. Sci China Inf Sci December 2021 Vol. 64 222104:5

we use the multi-head self-attention mechanism [24]. For each review d, weight distributions over tokens
are calculated, allowing the model to flexibly encode reviews in different representation subspaces by
attending to different words. For each head z ∈ 1, . . . ,m, we have

headzd =
n
∑

i=1

vzi β
z
i , (1)

αz
i = W z

αhdi, (2)

βz
i = W z

βhdi, (3)

vzi = exp(αz
i )/

∑

j

exp(αz
j ), (4)

where W z
α ∈ R

1×k and W z
β ∈ R

khead×k are weights. khead = k/m is the dimension of each head. k is
the dimension of input hidden vector. We jointly attend to information from different representation
subspaces and get the review representation vector:

hA
d = Concat(head1d, head

2
d, . . . , head

m
d ). (5)

3.2 User and product representations

In our method, we model the contents of user’s reviews and product reviews. Thus, we first transform
each token of the user’s review and the product review into a real-valued vector by looking up the
embedding vector from a pre-train word embedding table. And then, we employ the LSTM model
to capture contextual information, and obtain the initial representation hu = {hu1, hu2, . . . , hun} and
hp = {hp1, hp2, . . . , hpn} of the user’s review and the product review respectively.

From the user’s point of view, not all words reflect user’s preference equally for sentiment classification.
Thus, we use multi-head self-attention to learn the user-specific representation. Similar to the review
representation, the final user’s review representation vector is obtained formally as

hA
u = Concat(head1u, head

2
u, . . . , head

m
u ). (6)

It is also true for the product review, and we can obtain the product review representation hA
p in the

same way.

3.3 Local interaction with user and product attention

It is obvious that not all words contribute equally to the sentence meaning for different users and prod-
ucts. Thus, we employ a multi-head attention mechanism to extract the important words for sentiment
classification and to aggregate the representations of those informative user/product-aware words.

3.3.1 User based attention

In order to exchange information across users and review documents from the local interactive view, we
apply the multi-head attention mechanism to U(d) and d, which can collect information from the user’s
preferences to analyze the sentiment of the main review.

Similar to self-attention, it allows user’s reviews to attend to the main review document by calcu-
lating an attention distribution. Because we consider the L user’s review representation hA

u , we first
average them and get the representation (hA

u )
′. Then, for each head, we can obtain the user attention by

calculating the equations:
Qz = W z

Qh
A
d , (7)

Kz = W z
K(hA

u )
′, (8)

V z = W z
V h

A
d , (9)

hz
ud = softmax

(

Qz(Kz)T√
khead

)

V z , (10)

where W z
Q, W z

K , W z
V ∈ R

khead×k are weights [24]. Multi-head attention allows the model to jointly

attend to information from different representation subspaces, thus, hud = Concat(h1
ud, h

2
ud, . . . , h

m
ud)W

o

represents the review document hidden vector generated by an attention operation over the user’s reviews,
where W o ∈ R

k×k.
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Figure 2 (Color online) Overview of user and product graph convolutional neural network. In the figure, the circles represent

the reviews, and the directed edges represent the associations of two nodes.

3.3.2 Product based attention

It is also true that each word or sentence for different products provides different information to the
main review document. Based on common sense, the product multi-head attention, which incorporates
product information into the main review document, is similar to the user multi-head attention. In the
view of product, we replace Kz in (8) with K̂z = Ŵ z

KhA
p , and get hpd.

Finally, we concatenate hud and hpd, and get H = hud ⊕ hpd.

3.4 Global interaction with user and product graphs

In order to better learn the connections among the user’s reviews U(d), the product reviews P (d) and the
main review document d, we construct the user interactive graph and product interactive graph, which
take more account of the influence of user’s preferences and product characteristics. Figure 2 shows two
interactive graphs and the graph convolutional operation. In the figure, green circles represent the other
reviews U(d) written by the user d, where L is the size of U(d), and orange circles represent the other
reviews P (d) written about the product p, where L is the size of P (d). The blue circle represents the
main review d. The directed edges represent the association of two nodes, and the thickness of an edge
represents the degree of association. The details are introduced below.

3.4.1 User interactive graph

The user interactive graph is used to model the global connections between the user’s reviews and
the main review. Thus, for the user interactive graph, the vertex sets are the user’s reviews U(d) =
{du1, du2, . . . , duL} and the review document d, where L is the number of connections.

To represent the graph, the adjacency matrix A needs to be introduced. The elements of the adjacency
matrix indicate whether pairs of vertices are adjacent or not in the graph. We employ the adjacency
matrix Au to construct the user interactive graph to capture the global influence among the user’s reviews.
As shown in Figure 2(a), we choose L user’s reviews to connect the main review vertice, and the user’s
reviews are related to each other. If the user’s review vertice i connects with the main review vertice (we
set it the label 0), the (i, 0)-entry and the (0, i)-entry of adjacency matrix Au will be assigned a non-zero
positive value.

3.4.2 Product interactive graph

The product interactive graph is used to model the global connections among the product reviews and
the main review. It is true for the product interactive graph, the vertex sets are the product reviews
P (d) = {dp1, dp2, . . . , dpL} and the review document d.
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In order to construct the product interactive graph, we employ the adjacency matrix Ap to capture
the global influence among the product reviews. As shown in Figure 2(b), we choose L product reviews
to connect the main review vertice, and the product reviews are related to each other. If the product
review vertice i connects with the main review vertice (we set it the label 0), the (i, 0)-entry and the
(0, i)-entry of adjacency matrix Ap will be assigned a non-zero positive value.

In order to consider the different influences of user and product reasonably, we set the different weights
in the adjacency matrix, which are represented in the figure by the edges of different thicknesses. The
final weights are determined by the experiment.

3.4.3 Graph convolutional networks over user and product interactive graphs

We adopt the graph convolutional operation to model the connections among user’s reviews and prod-
uct reviews with the main review document by converting the interactive graph into its corresponding
adjacency matrix A [33]. Given an n× n adjacency matrix, which represents a graph with n nodes, the
output vector of node i at the l-layer can be written as

h
(l)
i = σ





n
∑

j=1

AijW
(l)h

(l−1)
j + b(l)



 , (11)

where W (l) is a linear transformation, b(l) is a bias term, and σ is a nonlinear function (e.g., ReLU).
Intuitively, during each graph convolution, each node gathers and summarizes information from its neigh-
boring nodes in the graph.

To make use of the representations for sentiment classification with user’s preference and product
characteristic information, we obtain the graphs based on the representation as follows:

H ′
u = f(GCN(Hud)), (12)

H ′
p = f(GCN(Hpd)), (13)

where Hud = {H,hA
u1, . . . , h

A
uL} denotes the collective hidden representations of the main review and the

user’s reviews, Hpd = {H,hA
p1, . . . , h

A
pL} denotes the collective hidden representations of the main review

and the product reviews. f is a max pooling function that maps from L output vectors to the post
vector. GCN is the graph convolutional operation as (11). At last, we concatenate H ′

u and H ′
p and get

R = H ′
u ⊕H ′

p.

3.5 Objective function and training

In the end, we use a linear and softmax function to classify the hidden vector R, and get the predicted
sentiment

ŷ = softmax(WR+ b), (14)

where W and b are model parameters.
Our training objective is to minimize the cross-entropy loss over a set of training examples (di, yi)|Ni=1,

J(θy) = −
N
∑

i=1

[yi log ŷ
j
i + (1− yi) log(1− ŷi)]. (15)

4 Experimentation

4.1 Experimental settings

In this study, we derive the dataset from the Yelp dataset in 2013 and Amazon product data (i.e., Movies
and CDs). In the experiment, we first carry on a series of preprocessing to the data, and then, we choose
16000/2000 reviews as training/test set respectively. We keep the ratio of positive and negative samples
1:1. The number of users’ reviews and product reviews are both 8.

The hyper parameters in the experiment are set as follows. The learning rate in the model is 0.0001 and
the optimizer is Adam; The batch size, embedding size, and hidden size are 32, 128 and 128 respectively;
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Table 3 Comparison of baselines on the Yelp dataset

Method
Positive Negative

Accuracy
Precision Recall F1-score Precision Recall F1-score

LSTM 0.854 0.859 0.864 0.862 0.857 0.852 0.828

Transformer 0.858 0.855 0.855 0.857 0.855 0.856 0.856

BERT 0.904 0.877 0.852 0.860 0.884 0.910 0.881

NSC+UPA 0.921 0.830 0.756 0.793 0.858 0.935 0.846

HUAPA 0.836 0.876 0.919 0.910 0.863 0.820 0.870

BCLSTM 0.965 0.894 0.833 0.853 0.908 0.970 0.902

LIM 0.925 0.912 0.899 0.901 0.914 0.927 0.913

UPIM 0.930 0.921 0.911 0.913 0.922 0.932 0.922

Table 4 Comparison of baselines on the Movies dataset

Method
Positive Negative

Accuracy
Precision Recall F1-score Precision Recall F1-score

LSTM 0.824 0.814 0.808 0.813 0.817 0.824 0.816

Transformer 0.837 0.833 0.831 0.832 0.835 0.838 0.834

BERT 0.874 0.858 0.843 0.848 0.863 0.879 0.861

NSC+UPA 0.786 0.846 0.916 0.899 0.818 0.750 0.833

HUAPA 0.861 0.839 0.818 0.827 0.847 0.868 0.843

BCLSTM 0.852 0.843 0.848 0.845 0.854 0.844 0.849

LIM 0.958 0.929 0.902 0.907 0.933 0.960 0.931

UPIM 0.974 0.947 0.921 0.925 0.950 0.976 0.948

The number of heads in multi-head attention mechanism is 8 and the maximum length is 250. The
weights of the adjacency matrix are set as follows: the weight from the user’s reviews or the product
reviews to the main review is set to 10, and the reverse is set to 6; the weight is set to 3 between user’s
reviews and product reviews, and the weight of the edge pointing to itself is 5. We mainly use standard
accuracy to measure the overall sentiment classification performance [8, 10, 32], and also use precision,
recall and F1-score to further prove the effectiveness of the model. All the results are the average of five
repeated experiments.

4.2 Experimental results

In this subsection, we compare the proposed models with the following baselines.
• LSTM, a basic neural model, which is applied to the twitter sentiment prediction for the first time,

obtains the effectiveness result [20].
• NSC+UPA, a hierarchical LSTM with user and product joint attention to generate document rep-

resentation for sentiment classification [8].
• Transformer, an attention based model [24] which shows strong performance in many NLP tasks.
• HUAPA, which models user attention and product attention separately in hierarchical BiLSTM [9].
• BERT, a pre-trained bidirectional Transformer encoder [26] which achieves the state-of-the-art per-

formance across a variety of NLP tasks. We fine-tune the BERT model to learn the character represen-
tation for sentiment classification.

• BCLSTM, a customized classifier based on possibly multiple different known categorical metadata
information (e.g., user/product information for sentiment classification) [10], which uses basis vectors
to effectively incorporate categorical metadata on various parts of a neural-based model. It reports the
state-of-the-art performance in review sentiment classification.

• LIM, a local interactive model with user and product information, which uses the multi-head atten-
tion mechanism to capture the local influence between the users’ reviews, product reviews, and the main
review.

Tables 3–5 give the results of comparison among the UPIM and several strong baselines. The results
are separated into two groups: the methods only using review and the methods using both review and
user/product information. From the table we have the following conclusions. (1) In general, the second
part has better performance than the first part, which indicates the importance of user and product
information. (2) The NSC+UPA uses the attention mechanism and obtains better results than the
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Table 5 Comparison with baselines on the CDs dataset

Method
Positive Negative

Accuracy
Precision Recall F1-score Precision Recall F1-score

LSTM 0.785 0.804 0.828 0.821 0.790 0.768 0.798

Transformer 0.819 0.829 0.839 0.835 0.824 0.814 0.827

BERT 0.881 0.868 0.855 0.859 0.872 0.885 0.870

NSC+UPA 0.746 0.831 0.938 0.916 0.781 0.680 0.809

HUAPA 0.773 0.829 0.894 0.874 0.800 0.738 0.816

BCLSTM 0.860 0.915 0.887 0.909 0.851 0.879 0.883

LIM 0.948 0.926 0.905 0.909 0.929 0.951 0.928

UPIM 0.967 0.943 0.920 0.924 0.946 0.969 0.945

LSTM model. It shows that the attention mechanism is more effective in incorporating user and product
information. However, it uses user and product joint attention to integrate user and product, so the
performance of BERT is better than it. (3) The HUAPA and BCLSTM perform better than NSC+UPA
because they incorporate user and product information more reasonably and effectively by using user
and product information separately. Especially, the BCLSTM optimizes the category-specific weights
properly for machine usage. (4) Our proposed model outperforms all of the strong baselines. The LIM
model not only considers the effect of user and product information separately but also captures the
local interaction information by using multi-head attention. The UPIM model has the best performance,
because it captures the global interaction by constructing the user and product interactive graphs on the
basis of the LIM model, which incorporates user’s preferences and product characteristics more effectively.
The same performance results in three datasets show the efficiency of our model.

4.3 Analysis and discussion

4.3.1 Influence of user and product information

In this subsection, we analyze the influence of user and product information on three datasets. Since
the Transformer model has the effective performance with a multi-head attention mechanism, and graph
convolutional network is a part of our model, we consider the Transformer model and GCN as the basic
components for analyzing the influence of user and product information. Figures 3–5 show the results.

In Figures 3–5, d means the model only considers the review document individually. +U and +P
denote that the model considers the user information and the product information respectively. The
depth of color represents the level of performance. We discuss the local interaction of the attention
mechanism and the global interaction of GCN separately. The Att+GCN is a model considering both
local and global interactions.

From these tables, we can find that models considering either user information or product information
perform better than models only considering review documents individually. Since the different influ-
ences of user’s preferences and product characteristics for review sentiment classification, it is the best to
combine both of them into the models. In addition, the multi-head attention mechanism and the graph
convolutional operation are both helpful for sentiment classification, because the attention mechanism
can extract the user/product-aware words and the graph convolutional operation can interact the infor-
mation between the user/product and review document effectively. Specifically, the performance of the
GCN+U+P model is better than the Transformer+U+P model, which indicates that considering only
the attention mechanism to obtain the local limited influence is worse than the global interaction by
using a graph convolutional neural network. Our proposed model UPIM learns the local interaction and
global interaction collectively, and thus it outperforms all of the other models.

4.3.2 Influence of graph structure

In order to choose the best structure of the interactive graph, we compare the performance by chang-
ing the number of connections, that is, the number of the user/product vertex sets in the interactive
graph. In order to analyze the influence of more connections on performance, we use 2000 training data,
which contain more user’s reviews and product reviews. The results on three datasets are illustrated in
Figures 6–8.
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Figure 3 (Color online) Influence of the user and product

information on the Yelp dataset.

Figure 4 (Color online) Influence of the user and product

information on the Movies dataset.
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Figure 5 (Color online) Influence of the user and product information on the CDs dataset.
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Figure 6 (Color online) Overview of user and product graph convolutional neural network on the Yelp dataset.

0.780

0.820

0.860

0.900

0.940

0 2 4 6 8 10 12 14 16

The number of connections

Tansformer +U

0.780

0.820

0.860

0.900

0.940

0 2 4 6 8 10 12 14 16

The number of connections

Tansformer +P

0.780

0.820

0.860

0.900

0.940

0 2 4 6 8 10 12 14 16

A
cc

u
ra

cy

A
cc

u
ra

cy

A
cc

u
ra

cy

The number of connections

Tansformer +U+P

Figure 7 (Color online) Overview of user and product graph convolutional neural network on the Movies dataset.

From the figures, it is obvious that the performances are getting better with change of the number of
graph edges, which indicates that in order to capture the user’s preferences and product characteristics
more accurately, the model needs to fully consider the user’s reviews and product reviews. For the Yelp
dataset, when the number is 16, the performance of the model reaches the best, and the larger graph
structure makes little contribution to the performance. Therefore, 16 is the best number of user’s reviews
and product reviews to construct the user and product interactive graphs in the model. For the Amazon
dataset, including Movies and CDs datasets, we find that the performance is basically stable since the
correlation number is 12.
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Figure 8 (Color online) Overview of user and product graph convolutional neural network on the CDs dataset.

Table 6 Examples of case study

Reivew Transformer BERT BCLSTM UPIM

[E1] This isn’t a fabulous downtown development by any means,

but I did enjoy walking to the movie theater when I lived down

the street at Camden Copper Square. I think the “garden” aspect

of the development facing Van Buren ST is pretty lovely,

but this place is far from what I consider a mall or even a strip

mall. This isn’t the best that the downtown Phoenix offers.

Positive Positive Positive Negative

[E2] Cool enough venue, not much character but great acoustics

and that’s what you want when you shell out more than $100

for a concert. How about dropping your fees a bit?

Negative Negative Positive Positive

[E3] I was really confused when I first walked in. There was

no menu. I had no idea how they were going to charge me.

I didn’t know. No one had explained it to me. I found out later

that you pay one flat price. I made it through the process fine,

got my food and enjoyed it immensely. The food was great,

you get a lot for the price.

Negative Negative Negative Positive

5 Case study

We choose three examples to illustrate the effectiveness of the proposed UPIM model in Table 6. In
particular, we employ Transformer, BERT, and BCLSTM models to classify sentiment as a baseline
model.

From Table 6, we show three examples that are not easy to analyze. Thus, our model can classify the
correct sentiment based on capturing the local and global influence of users’ review and product review
information, while BERT and Transformer fail to classify the sentiment in all of these examples.

The three examples include both positive and negative words. If analyzing the review context indi-
vidually, it is hard to understand the potential implications. Our model considers the users’ preference
and product characteristics from the users’ history reviews and the other reviews of the product. For
the first example, this user did not like eating and shopping in remote places from the user view, and
most people did not like this mall from the product view, and thus, our model gives the result of the
negative sentiment. The second example is about theatre, and this user thought that the acoustic was
great and most users liked the seat layout, food, and location, and thus our model shows the positive
sentiment by combining the user and product information. For the third example, although this user
gave a confused comment when he first went to the restaurant, he had a positive review on food and
other aspects. Combined with the user’s historical reviews and other users’ reviews on the restaurant,
we get a positive sentiment conclusion. Especially, the BCLSTM model gives the correct results in E2,
because it uses user and product information. However, in E1 and E3, it fails to classify the sentiment,
which means that the model still does not make full use of user and product information.

6 Conclusion

In this paper, we focus on the sentiment classification of review documents, which is a critical research
for the industry and customers. Most existing approaches either consider the text individually or learn
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the local interactive influences of user and product information. Therefore, we propose a user product
interactive model. The model has three contributions. Firstly, the model generates representations of
user’s reviews, product reviews, and the main review document. Secondly, we employ the multi-head
attention to learn the local interaction among users, products, and reviews. Thirdly, the user interactive
graph and product interactive graph are constructed to learn the global interaction and deep influence of
user and product information. Experimental results show the efficiency of the proposed model compared
with several strong baselines.
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