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Dear editor,

Genetic diseases have seriously threatened human health;

however, identifying candidate disease genes is expected to

contribute to understanding complex genetic diseases. Sev-

eral machine learning algorithms based on protein-protein

interaction (PPI) network have been developed to prioritize

candidate diseases [1,2]. However, most methods ignore the

intrinsic properties of proteins, such as domain information

and gene ontology (GO) annotations. Additionally, PPI net-

works generated by high-throughput technologies typically

contain numerous false positives and false negatives. This

study proposes a method that uses a logistic regression al-

gorithm in a reliable PPI network (LR-RPN) to identify

disease genes. First, a heterogeneous network is constructed

based on the PPI network and keywords obtained from the

universal protein resource (UniProt) database [3]. The key-

words can be utilized to retrieve subsets of protein entries

and create indexes of entries based on functions and struc-

tures. Further, keywords can be classified into 10 categories,

including domain, biological process (BP), and cellular com-

ponent (CC) [3]. A previous study [4] applied keywords

to enrich the PPI network, and the results demonstrated

that such keywords can improve prediction accuracy signif-

icantly. Subsequently, we use the random walk with restart

algorithm on a heterogeneous network to calculate topo-

logical similarities. Furthermore, we extract a topological

similarities matrix of the PPI network and normalize it by

row. Finally, a reliable PPI network is constructed using

the topological similarities matrix to connect pairs of nodes

with a similarity greater than a given threshold. Next, a

logistic regression algorithm is utilized to identify candidate

disease genes based on multiple heterogeneous biological fea-

tures on a reconstructed biological network. The multiple

heterogeneous biological features are extracted from the di-

rect neighbors of a disease-related gene in the reliable PPI

network, human protein complexes, tissue expressions, and

semantic similarity of genes based on GO terms.

Our innovations. We propose LR-RPN to identify can-

didate disease genes. The innovations of LR-RPN are sum-

marized as follows.

(1) Reconstructing PPI network. PPI networks play a re-

markable role in the identification of disease-related genes.

Several studies [1, 2, 4] have demonstrated that proteins re-

lated to the same or similar diseases tend to exhibit com-

mon topological characteristics in a PPI network. However,

PPI networks ignore cases where two proteins are not con-

nected but have a certain biological relation. Additionally,

PPI networks typically contain several false negative inter-

actions and highly skewed degree distribution [4, 5]. These

two issues seriously impact the prediction of disease-related

genes. Therefore, we first combine a PPI network and key-

words to form a heterogeneous network to physically link

some proteins with certain biological relations. Next, we

apply the random walk algorithm to calculate the similar-

ity between proteins based on this heterogeneous network.

Forming such a reliable PPI network to reduce issues related

to spurious interactions and highly skewed degree distribu-

tions is reliable.

(2) Integrating multiple heterogeneous data. Complex

diseases are typically caused by various factors, such as ge-

netic and environmental factors [6, 7]. Considering only a

PPI network is insufficient, thus, we require additional bi-

ological knowledge about proteins, such as their molecular

functions and biological processes. Herein, keywords are uti-

lized to construct a reliable PPI network. They are obtained

from the UniProt database [3], which contains various bi-

ological aspects related to proteins. A previous study [4]

demonstrated that including keywords in a PPI network can

facilitate identification of disease-related genes. Addition-

ally, heterogeneous features are extracted from the reliable

PPI network, protein complexes, tissue expressions, and the

semantic similarity of genes based on GO terms. Then, these

features are utilized to identify disease-related genes using

a logistic regression algorithm. Therefore, disease-related

genes can be mined by integrating multiple heterogeneous

biological data.

(3) Construction of 10 logistic regression model classifiers.
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Figure 1 (Color online) Overall framework of LR-RPN for prioritizing disease-related genes. LR-RPN first constructs a reliable

PPI network, and then predicts disease-related genes using a logistic regression algorithm.

Identifying disease-related genes is a class-imbalance prob-

lem, which means that the number of disease-related genes

is much smaller than the number of unknown genes. This in-

troduces bias to unknown genes in trained logistic regression

model classifiers. Therefore, we employ the under-sampling

method, in which the number of unknown genes is twice

that of disease-related genes. Next, the selected unknown

genes and disease-related genes in the under-sampling pro-

cess are utilized to train the logistic regression model. How-

ever, under-sampling likely leads to loss of some important

information by deleting unknown disease-related genes. In-

spired by [8], we employ the under-sampling method to train

10 logistic regression classifiers. Then, the final posterior

probability is equal to the average of the posterior probabil-

ity for the 10 logistics regression classifiers.

Dataset. In this study, the PPI network contains 7311

human genes, and the protein complex data involves 2870

protein complexes that are associated with 3881 human

genes. The gene-disease association data contain 12 dis-

ease classes associated with 815 human genes. The tissue

expression data include 1110 proteins in 307 types of ex-

pression terms. The keyword data are collected from the

UniProt database [3], which contains 632 types of terms with

at least two proteins. We also select five multifactorial dis-

eases from the OMIM database [9] (from December 2017),

that are associated with greater than or equal to 10 known

valid disease-related genes located in different genomic re-

gions according to the OMIM file (morbidmap.xlsx).

LR-RPN algorithm. The overall framework to identify

disease-related genes is shown in Figure 1. The proposed

LR-RPN first constructs a heterogeneous network using the

PPI network and keywords. Then, random walk with restart

is utilized to obtain a topological profile for a heterogeneous

network. Here, the goal is to construct a reliable PPI net-

work; thus, we only extract the topological profiles of the

PPI network. Inspired [5], a reliable PPI network is con-

structed based on the topological profiles of the PPI net-

work. We then extract multiple heterogeneous biological

features from the reliable PPI network, protein complexes,

tissue expressions and the semantic similarity of genes based

on GO terms. Finally, a logistic regression algorithm is em-

ployed to prioritize disease-related genes, in which we use

the under-sampling method and train 10 logistic regression

model classifiers (LRMC) to overcome the class-imbalance

classification problem. Refer to Appendixes A–C for more

details about the LR-RPN algorithm.

Experiment. The performance of the proposed LR-

RPN was evaluated using leave-one-out cross validation

(LOOCV). According to the LOOCV results, the receiver

operating characteristic curve was plotted and the area un-

der the curve value was computed. In addition, precision

and recall were used to evaluate the performance of the pro-

posed method. In the experiment, we first evaluated the

effects of different forms of features in the original PPI net-

work (Figure B1), which proved that integrating multiple

heterogeneous data enhances the performance of identify-

ing disease-related genes. Next, we analyzed the effect of

the LR-RPN algorithm’s parameters on identifying disease-

related genes, as shown in Figures B2 and B3 and Appendix

C, where the optimal parameters were extracted for the LR-

RPN algorithm. We then compared the performance of pri-

oritizing disease-related genes between the original PPI and

reliable PPI networks, as shown Figure B4, to verify the re-

liability of the reconstructed PPI network. In addition, the

LR-RPN algorithm was compared to other methods (Ta-

ble B2, Figures B5–B7). The results indicate that the pro-

posed LR-RPN algorithm performs better than existing al-

gorithms. Finally, we conducted case studies to verify the

effectiveness of the proposed LR-RPN relative to identifica-

tion of disease-related genes (Table B3).

Conclusion. We have proposed a logistic regression al-

gorithm to identify candidate disease-related genes based

on multiple heterogeneous biological features on a recon-

structed biological network. The proposed method inte-

grates multiple heterogeneous data, such as tissue expres-

sions, protein complexes, a PPI network, and GO annota-

tions. In addition, a new heterogeneous network is con-

structed by connecting the PPI network and keywords from
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the UniProt database, which helps reduce the number of

spurious interactions and highly skewed degree distribution

in PPI networks. To avoid bias to unknown genes for LRMC,

we employed the under-sampling method, and then trained

10 LRMCs. The experimental results demonstrated that the

proposed method is promising and can be applied to various

disease classes to explore new disease-related genes.

Nevertheless, there are still some limitations that must

be addressed. Although the proposed method can integrate

various types of data, it has some disadvantages because we

integrate some irrelevant or redundant biological informa-

tion. Logistic regression is a machine learning algorithm,

and as such, it suffers the typical shortcomings of machine

learning algorithms. In addition, there are many categories

of biological data, such as disease phenotype similarities,

pathways, and gene expression profiles. In this study, we

only integrated limited biological data; therefore, in future,

we plan to conduct addition research to overcome these lim-

itations.
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