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Abstract Inspired by the practical operability and safety of unmanned aerial vehicles (UAVs) in confined

areas, this paper investigates adaptive trajectory tracking control problems in multiple six-rotor UAV sys-

tems with asymmetric time-varying output constraints and input saturation. Under model and disturbance

uncertainties, six-rotor UAV systems are modeled as two non-strict-feedback systems, including attitude

(inner-loop) and position (outer-loop) regulation systems. For the inner-loop design, the neural-based dis-

tributed adaptive attitude consensus control protocol is employed to realize the leader-follower consensus.

Adaptive first-order sliding mode differentiators and an auxiliary dynamic system are introduced to address

the “explosion of complexity” and saturation nonlinearity issues, respectively. Then, an event-triggered

condition is predefined to alleviate the communication loads and reduce the number of messages to be trans-

mitted from the controller to actuator. In addition, a class of asymmetric time-varying barrier Lyapunov

functions are constructed for preventing the violation of time-varying output constraints. Accordingly, the

proposed double-loop control strategies guarantee that all signals of UAV systems are semi-globally and

uniformly bounded. Simulation results demonstrate that the proposed control method is effective.

Keywords adaptive neural control, asymmetric time-varying output constraints, event triggering mecha-

nism, input saturation, six-rotor UAV systems
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1 Introduction

In recent decades, the characteristics of unmanned aerial vehicle (UAV) systems, such as their vertical
flight ability, hovering, smaller diameter, high agility, and maneuverability, have attracted increasing at-
tention in many applications, including disaster monitoring, agricultural mapping, aerial cinematography,
load transportation, rescue missions, and military surveillance [1–3].

However, UAV multi-rotor systems often suffer from various difficulties and challenges [4–6]. First,
the multi-rotor dynamic model is known as the under-actuated system; i.e., the number of controllers
is less than the number of degrees of freedom. Second, multi-rotor UAV systems are modeled as strong
nonlinearity and coupling systems. Third, UAV systems often operate in complex environments, with
wind disturbances, internal friction, aerodynamic damping forces, and constraints. With regard to the
aforementioned issues, trajectory tracking control of multi-rotor UAV systems has received considerable
attention [7–9]. For a four-rotor UAV with parametric uncertainties and external disturbances, a previous
study [7] investigated the adaptive trajectory tracking control problem. Islam et al. [8] proposed a
projection-based adaptive autonomous flight control scheme to improve the tracking accuracy of nonlinear
four-rotor UAV systems with disturbances. As is known, the main advantages of multi-rotor UAV systems
are their ability to hover, take off and land vertically, and fly in any direction. To solve the high-accuracy
control problem of UAV systems with external disturbance force, the disturbance attenuation full tracking

*Corresponding author (email: renhongru2019@gdut.edu.cn)

http://crossmark.crossref.org/dialog/?doi=10.1007/s11432-020-3128-2&domain=pdf&date_stamp=2021-5-20
https://doi.org/10.1007/s11432-020-3128-2
info.scichina.com
link.springer.com
https://doi.org/10.1007/s11432-020-3128-2
https://doi.org/10.1007/s11432-020-3128-2
https://doi.org/10.1007/s11432-020-3128-2


Cao L, et al. Sci China Inf Sci July 2021 Vol. 64 172213:2

control scheme was previously proposed in [10] to estimate external disturbances, where the position and
attitude systems of the UAV were controlled effectively. It is worth noting that there has been an
increasing interest in preserving the stability of attitude and position systems against disturbances and
constraints. When multi-rotor UAV systems perform indoor fire-fighting, they are often required to fly
within a limited or narrow space, where the range of the position is confined to a certain interval. The
strong disturbances and high maneuverability of multi-rotor UAVs make it easier for them to transgress
the boundary of constraints. Constraints are often divided into input saturation, output constraints, state
constraints, error restriction, and physical stoppages [11–13]. Once the constraints are violated during
operation, system performance may degrade or even lead to system damage. Some control methodologies
have been previously presented [14–16] to prevent constraints violation. For example, to compensate
for the input effects of dead zone and saturation, a bioinspired-model-based adaptive fuzzy sliding mode
control method has been established [16], which is an effective and energy-efficient method. To analyze
the convergence property of a multi-rotor UAV with output constraints, Zuo et al. [4] studied symmetric
barrier Lyapunov functions (BLFs) with several quadratic terms. In the above-mentioned results, only
static constraints are considered. However, complex missions often require the UAV to fly in time-varying
space, where the physical environment confines the position, e.g., indoor fire-fighting and rescue missions.
Therefore, investigating the problems of asymmetric time-varying output constraints is helpful in ensuring
safe flight and obstacle avoidance. Tee et al. [17] adopted the asymmetric time-varying BLFs to prevent
output constraint violation for strict-feedback nonlinear systems. Based on their results [17], Fu et al. [18]
investigated the asymmetric time-varying output constraints of multi-rotor UAV systems with asymmetric
time-varying BLFs, where they investigated the inner-loop control problem of strict-feedback nonlinear
UAV systems.

Compared to an individual UAV system, multi-UAV systems can perform complicated missions effi-
ciently, e.g., forest fire-fighting, load transportation, and military maneuvers. For the distributed coop-
erative control problem of multi-UAV systems, the main challenge is developing a distributed tracking
control protocol with limited information interaction among UAV systems. For multi-UAV systems,
some distributed control approaches have been reported [19–22]. In [19], a leader-follower structure
and consensus-based algorithm were employed to propose the cooperative formation control schemes to
address the problems related to collision-avoidance for a team of quad-rotor UAV systems. Dong et
al. [20] presented the distributed formation containment protocols for achieving the desired formation of
multi-UAV systems under directed topologies. Under a uniformly and jointly connected assumption and
switching topologies, Zou et al. [21] proposed a distributed formation control scheme for a group of UAV
systems. Unfortunately, only a few studies have investigated the limited communication resources for
nonlinear multi-UAV systems.

To reduce the cost of multi-UAV systems, the small embedded micro-processor, onboard communi-
cation, and actuation modules are employed to transmit the communication information among agents,
which limits both communication channel bandwidth and computation abilities [23–25]. To address the
limited energy problem and computation and communication constraints in multi-agent systems, some
triggering mechanisms have developed [26–32]. Based on the current sampled consensus error, a self-
triggered consensus control protocol has been proposed [26] to reduce computation and communication
costs of linear multi-agent systems. For second-order multi-agent systems with system nonlinearities,
the distributed event-triggered sliding-mode control approach was presented [28] to effectively reduce
state updates. In [30], a distributed event-triggered transmission mechanism was designed to reduce
the amount of transmission data for heterogeneous multi-agent systems. However, problems related to
consensus tracking control and the limited communication bandwidth of nonlinear multi-UAV systems
with time-varying constraints have not been completely solved, which is the motivation of this study.

Inspired by the above observations and discussions, based on the event triggering technique, this paper
concentrates on the adaptive consensus tracking control problem for nonlinear nonstrict-feedback UAV
systems with asymmetric time-varying output constraints, input saturation and disturbance uncertain-
ties. First-order sliding mode differentiator (SMD) is employed to handle the “explosion of complexity”
problem caused by differentiating the virtual control signal repeatedly. In addition, a neural network
(NN) is used to approximate unknown nonlinear functions of UAV systems and handle the algebraic
loop problem. Then, adaptive backstepping NN control algorithms are presented to compensate for the
effects of the model and disturbance uncertainties. An auxiliary function is introduced to effectively
avoid the constraint of actuator input saturation. Finally, the good tracking accuracy of attitude and
position systems is guaranteed, and all signals in the UAV systems are semi-globally uniformly ulti-
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Figure 1 (Color online) Structure of the six-rotor UAV.

mately bounded (SGUUB). Our primary contributions are emphasized as follows. (i) If UAV systems
have nonstrict-feedback forms, the aforementioned strategies will no longer be effective. In this paper,
the nonstrict-feedback form is applied to describe UAV attitude and position systems, which is more
general than the dynamic models of UAVs [5, 6, 10, 18, 33]. (ii) Unnecessary consumption of communica-
tion resources in limited channel bandwidth is reduced by the proposed event triggering control strategy.
Compared to previously proposed event triggering mechanisms [25,28,30], the triggering mechanism pre-
sented in this paper reduces the release times of the controllers and avoids the unnecessary actuator
wear. (iii) Differing from the static constraints [4, 34], the asymmetric time-varying BLF is constructed
to prevent the output from violating time-varying constraints of the nonlinear position system.

The remaining sections are arranged as below. In Section 2, the problem statement and some pre-
liminaries are depicted. Then, the adaptive NN controller design and stability analysis are presented
in Section 3. Furthermore, some simulation results are given to demonstrate the effectiveness of the
proposed tracking control scheme in Section 4. Finally, the conclusion is drawn in Section 5.

2 Problem statement and preliminaries

2.1 Graph theory

A directed graph G = (V , E) is employed to describe the information transmission among M subsystems,
where V = {1, . . . ,M} stands for the nonempty set about nodes, E = {(m, i) ⊆ V × V} represents the
edge set. (m, i) indicates that the followerm can transmit the information to the follower i. The weighted
adjacency matrix A is described as A = [ai,m]M×M , where the element ai,i = 0. If and only if the pair
(m, i) ∈ E , ai,m > 0, otherwise ai,m = 0. The Laplacian matrix is defined as L = D−A with the diagonal

matrix D = diag{d̄1, . . . , d̄M}, and d̄i =
∑M
m=1 ai,m. It is assumed that the digraph G has a spanning

tree and the root node is the leader [35–39].

2.2 Model of six-rotor UAVs

In Figure 1, Ee = {Oe, xe, ye, ze} and Bb = {Ob, xb, yb, zb} denote the earth-fixed internal frame and
body-fixed frame, where the center of mass of the multi-rotor is regarded as the origin, respectively. In
frame Ee, Θ = [φ, θ, ψ]T stands for the Euler angles (i.e., ‘roll’, ‘pitch’, ‘yaw’), (x, y, z) is the coordinate
of centroid. Ω = [ωx, ωy, ωz]

T is the angular velocity in frame Bb.
Considering the aerodynamic uncertainty, the model of UAV is constructed as

Ṗ = V , V̇ =
1

m
FRe3 − ge3 −

KV

m
,

Θ̇ = T Ω, J Ω̇ = −Ω× (JΩ) +M −Ga +D,

(1)

where P = [x, y, z]T ∈ R3 and V = [vx, vy, vz ]
T ∈ R3 denote the position vector and the velocity vector

of the center of mass in Ee, respectively. m stands for the total mass. g is the gravitational acceleration.
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J = diag{Jx, Jy, Jz} denotes the inertia matrix. F is the total thrust. e3 = (0, 0, 1)T is the unit
vector. M = [Mφ,Mθ,Mψ]

T ∈ R3 is the total torque. Let Ga = Jr(Ω × e3)(
∑

r=2,4,6Ωr −
∑

r=1,3,5 Ωr)
denote the gyroscopic torque, where Jr is the rotor inertia, Ωr stands for the angular velocity of rotor r.
K = diag(k1, k2, k3) is an unknown diagonal aerodynamic matrix, where k1, k2, and k3 stand for air drag
coefficients. D is the disturbance described in Bb, where D = diag(dφ, dθ, dψ)Θ̇. The rotation matrix R
is expressed as

R =









CψCθ CψSθSφ − SψCφ SψSφ+CψSθCφ

SψCθ CψCφ+SψSθSφ SψSθCφ −CψSφ

−Sθ CθSφ CθCφ









,

where C(·) and S(·) stand for cos(·) and sin(·), respectively.
The transformation matrix T represents the relationship between Ee and Bb, expressed as

T =









1 sinφ tan θ cosφ tan θ

0 cosφ − sinφ

0 sinφ sec θ cosφ sec θ









.

Then, the attitude system is rewritten as

φ̈ =− θ̇ψ̇
Jz − Jy
Jx

+
1

Jx
(Mφ − Jr θ̇Ω̄ + dφφ̇),

θ̈ =− φ̇ψ̇
Jx − Jz
Jy

+
1

Jy
(Mθ − Jrφ̇Ω̄ + dθ θ̇), (2)

ψ̈ =− φ̇θ̇
Jy − Jx
Jz

+
1

Jz
(Mψ + dψψ̇),

where Ω̄ = Ω2 − Ω1 +Ω4 − Ω3 +Ω6 − Ω5.
And the position system can be presented as

ẍ =
1

m
(cosψ sin θ cosφ+ sinψ sinφ)U1 −

k1
m
ẋ,

ÿ =
1

m
(sinψ sin θ cosφ− cosψ sinφ)U1 −

k2
m
ẏ, (3)

z̈ =
1

m
(cos θ cosφ)U1 − g −

k3
m
ż,

where U1 = F1 + F2 + F3 + F4 + F5 + F6 denotes the force generated by the propellers with Fr = bΩ2
r

where b and Ωr are the lift constant and rotary speed rotors, respectively.
In a UAV system, U = [U1, U2, U3, U4]

T, U1 =
∑6

r=1 bΩ
2
r, U2 = bL(Ω2

6 −Ω2
3 +sin(π/6)(Ω2

1 +Ω2
5 −Ω2

2 −
Ω2

4)), U3 = bL sin(π/3)(Ω2
4 + Ω2

5 − Ω2
1 − Ω2

2), U4 = υ(Ω2
1 − Ω2

2 + Ω2
3 − Ω2

4 + Ω2
5 − Ω2

6). U2, U3, and U4

are defined as the roll input, pitch input and yaw input, respectively. L represents the distance from the
center of rotor to the center of mass of the body. υ denotes the drag coefficient.

Remark 1. Compared with the quad-rotor UAV systems, the main characteristics of six-rotor UAV sys-
tems are the enhanced stability in the windy, hardware redundancy, payload capacity, and fault tolerance.
In addition, the six rotors and propellers are distributed on both sides of the fuselage symmetrically [18].
Thus, considering the under-actuated, strong coupling characteristics and wind disturbances of six-rotor
UAV systems, it is more difficult to construct the model.

2.3 Preliminaries

Lemma 1 ([40–42]). For the NN node number l > 0, any continuous function ℜnn(x) over a compact
set Ξi ⊂ Ri can be approximated by θ∗Tϕ(x). Then, one obtains

ℜnn(x) = θ∗Tϕ(x) + ǫ(x), ∀x ∈ Ξi,

where θ∗ means the ideal weight vector and ϕ(x) = [ϕ1(x), . . . , ϕN (x)]T ∈ RN is the basis function. The
approximation error ǫ(x) satisfies |ǫ(x)| 6 ǫ∗ with ǫ∗ being an unknown constant.
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Figure 2 (Color online) Diagram of the control structure for six-rotor UAVs.

Lemma 2 ([43]). Let x̄i,a = [xi,1, . . . , xi,a]
T, and ϕi(x̄i,a) = [ϕi,1(x̄i,a), . . . , ϕi,l(x̄i,a)]

T stands for the
basis function vector of NNs. For any positive constants a, b, if b 6 a, one has

‖ϕi(x̄i,a)‖
2
6‖ϕi(x̄i,b)‖

2. (4)

Lemma 3 ([34]). Design the first-order SMD as follows:

ζ̇i,0 = ηi,0 = ζi,1 − εi,0 |ζi,0 − αi(t)|
1/2

sign (ζi,0 − αi(t)) ,

ζ̇i,1 = −εi,1 sign (ζi,1 − ηi,0) ,
(5)

where ζi,0, ζi,1, ηi,0 stand for the states in system (5). εi,0 and εi,1 denote the first-order SMD parameters.
αi(t) is given as a known function. Moreover, the differential term α̇i(t) can be approximated by ηi,0 to
arbitrary accuracy if the initial deviations ζi,0 − αi(t0) and ηi,0 − α̇i(t) are bounded.

Assumption 1 ([4]). The Euler angles φi, θi, ϕi of UAV satisfy the following condition: φi ∈ (−π

2 ,
π

2 ),
θi ∈ (−π

2 ,
π

2 ), ψi ∈ (−π,π).

Assumption 2 ([29]). External disturbances di, i = 1, 2, . . . ,M satisfy |di| < d∗i , where d
∗
i denotes

an unknown constant. The reference signal yq0(t) and its derivative ẏq0(t) are bounded and smooth
functions.

Assumption 3 ([17]). The system output yn is bounded as kcn,1 < yn < k̄cn,1, where kcn,1, k̄cn,1 are the

time-varying constraints. And |kcn,1| 6 kc0, |k̄cn,1| 6 kc1, |k̇cn,1| 6 kc2 and | ˙̄kcn,1| 6 kc3 with kc0, kc1, kc2,
and kc3 being positive constants.

Lemma 4 ([17]). For s ∈ R, positive constant ka ∈ R+ and |s| < ka, the inequality log
k2a

k2a−s
2 6 s2

k2a−s
2

holds.

Remark 2. Different from the dynamic surface control (DSC) methods [14,18,27,32], with the charac-
teristic of fast convergence and the good filtering precision, the first-order SMD is introduced to estimate
the derivatives of virtual control signal in this paper. In addition, it is unnecessary to consider the partial
derivative terms for the constructed SMD, which reduces the tedious analytic computation.

3 Design of adaptive NN controller

Firstly, an adaptive NN consensus tracking control strategy for the inner-loop system is proposed in
Subsection 3.1. Then, the adaptive outer-loop control problem is solved in Subsection 3.2. Diagram of
the control structure for six-rotor UAVs is presented in Figure 2.

3.1 Design of adaptive inner-loop controller

Taking the system (2) and disturbance uncertainties into account, the attitude system with three channels
is expressed as

ẋi,q1 = xi,q2 + fi,q1(x̄i,q2), ẋi,q2 = ui,q(ϑi,q) + fi,q2(x̄i,q2) + di,q, yi,q = xi,q1, q = 1, 2, 3, (6)

where xi,q1 and xi,q2 stand for the states of the attitude system, where xi,11 = φi, xi,21 = θi, xi,31 = ψi,
xi,12 = ωxi, xi,22 = ωyi, xi,32 = ωzi. x̄i,q2 = [xi,q1, xi,q2]

T, i = 1, . . . ,M . fi,q1(x̄i,q2) and fi,q2(x̄i,q2) stand

for the neglected and unmodeled parts of the attitude system. di,1 = dφ,iφ̇i+θ̇iψ̇i
Jy,i−Jz,i
Jx,i

−
Jr,i
Jx,i

θ̇iΩ̄i,
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di,2 = dθ,iθ̇i+φ̇iψ̇i
Jz,i−Jx,i
Jy,i

−
Jr,i
Jy,i

φ̇Ω̄, di,3 = dψ,iψ̇i+φ̇iθ̇i
Jx,i−Jy,i
Jz,i

. ui,1(ϑi,1) =
Ui,2
Jx,i

, ui,2(ϑi,2) =
Ui,3
Jy,i

,

ui,3(ϑi,3) =
Ui,4
Jz,i

mean the plant inputs subject to saturation nonlinearity, which are represented by

ui,q(ϑi,q) = sat(ϑi,q) =

{

sign(ϑi,q(t))ui,qN , |ϑi,q(t)| > ui,qN ,

ϑi,q(t), |ϑi,q(t)| < ui,qN ,

where ui,qN is the bound of ui,q(ϑi,q), q = 1, 2, 3.
A smooth function is defined to approximate the saturation function. That is, sat(ϑi,q) can be written

as sat(ϑi,q)=̺i,q(ϑi,q(t))+ςi,q(ϑi,q(t))=ui,qN × tanh( ϑi
ui,qN

)+ςi,q(ϑi,q(t)), where ςi,q(ϑi,q(t)) = sat(ϑi,q)−

̺i,q(ϑi,q(t)) is a bounded function in time and its bound is expressed as

|ςi,q(ϑi,q(t))| = |sat(ϑi,q)−̺i,q(ϑi,q(t))| 6 ui,qN (1−tanh(1)) = Di,q1.

Accordingly, with the framework of backstepping method, the adaptive neural inner-loop control
scheme will be proposed.

The tracking errors are presented as

zi,q1 =
M
∑

m=1

ai,m(yi,q − ym,q) + bi(yi,q − yq0), zi,q2 = xi,q2 − αi,q1 − ~i,q, (7)

where the gains bi > 0 only for the case that the ith follower could receive the information from the
leader. The virtual control signal αi,q1 and the auxiliary control signal ~i,q will be defined later.

Step i, 1. Design the Lyapunov function candidate as

Vi,q1 =
z2i,q1
2

+
Θ̃2
i,q1

2ri,q1
,

where ri,qj is a positive constant. Θ̃i,qj = Θ∗
i,qj − Θ̂i,qj , Θ

∗
i,qj = max{‖θ∗Ti,qj‖, ǫ

∗
i,qj} (j = 1, 2) with ǫ∗i,qj

being an unknown positive constant. Θ̂i,qj is the estimate of Θ∗
i,qj .

The time derivative of zi,q1 is shown as

żi,q1 =(d̄i + bi)(zi,q2+fi,q1(x̄i,q2)+αi,q1+~i,q)−

M
∑

m=1

ai,m(xm,q2 + fm,q1(x̄m,q2))−biẏq0. (8)

Let Fi,q1 = (d̄i + bi)fi,q1(x̄i,q2)−
∑M

m=1 ai,m(xm,q2 + fm,q1(x̄m,q2))− biẏq0. The approximation property
of radial basis function (RBF) NNs in [40–42] is applied to approximate Fi,q1, and then, we have

zi,q1Fi,q1 =zi,q1(θ
∗T
i,q1ϕi,q1(Zi,q1) + ǫi,q1)

6|zi,q1|(‖θ
∗T
i,q1‖‖ϕi,q1(Zi,q1)‖ + ǫ∗i,q1)

6|zi,q1|Θ
∗
i,q1Ψi,q1,

where Ψi,q1 = ‖ϕi,q1(Zi,q1,1)‖ + 1, Zi,q1 = [x̄Ti,q2, x̄
T
m,q2, y0, ẏq0]

T, Zi,q1,1 = [xTi,q1, x
T
m,q1, yq0]

T. Then,

according to 0 6 |̺| − ̺ tanh
(

̺
̟

)

6 ̥̟,̥ = 0.2785, ̟ > 0, ̺ > 0, we have

|zi,q1|Θ
∗
i,q1Ψi,q1 6 zi,q1Θ

∗
i,q1Ψi,q1 tanh

(

zi,q1Ψi,q1
̟i,q1

)

+̥Θ∗
i,q1̟i,q1. (9)

Construct the virtual controller and adaptive law as

αi,q1 = −
1

d̄i + bi

(

ci,q1zi,q1 + Θ̂i,q1Ψi,q1 tanh

(

zi,q1Ψi,q1
̟i,q1

))

− ~i,q, (10)

˙̂
Θi,q1 = ri,q1zi,q1Ψi,q1 tanh

(

zi,q1Ψi,q1
̟i,q1

)

− σi,q1Θ̂i,q1, (11)
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where ci,q1, σi,q1, and ̟i,q1 are positive constants.
Substituting (9)–(11) into (8) yields

V̇i,q1 6 (d̄i + bi)zi,q1zi,q2 − ci,q1z
2
i,q1 +

σi,q1Θ̃i,q1Θ̂i,q1
ri,q1

+̥Θ∗
i,q1̟i,q1.

To avoid the tedious analytic computation of the virtual control signal α̇i,q1, the following first-order
SMD is adopted to estimate α̇i,q1:

ζ̇i,q20 = ηi,q20 = ζi,q21 − εi,q20 |ζi,q20 − αi,q1|
1/2

sign (ζi,q20 − αi,1) ,

ζ̇i,q21 = −εi,q21 sign (ζi,q21 − ηi,q20) , α̇i,q1 = ηi,q20 + ςi,q1, |ςi,q1| < ς∗i,q1,
(12)

where ςi,q1 stands for an estimate error, ς∗i,q1 denotes an unknown positive constant.
To reduce the updating numbers and alleviate the communication burden, an adaptive event triggering

mechanism is constructed for the nonstrict-feedback attitude system of UAV.
The control signal of event triggering is presented as

ϑi,q(t) = ωi,q(t
h
i,q), ∀t ∈ [thi,q, t

h+1
i,q ), th+1

i,q = inf{t > thi,q | |εi,q(t)| − λi,q |ϑi,q(t)| − µi,q > 0}, (13)

where ωi,q(t) stands for the intermediate continuous control signal. λi,q ∈ (0, 1) and µi,q > 0 are the
design parameters. εi,q(t) = ωi,q(t)−ϑi,q(t) is the measured error. thi,q, h ∈ Z+ is called as input updating

times. When t ∈ [thi,q, t
h+1
i,q ), the control signal ϑi,q(t) is a constant.

When t ∈ [thi,q, t
h+1
i,q ), one has

|ωi,q(t)− ϑi,q(t)| 6 λi,q |ϑi,q(t)|+ µi,q.

From (13), it shows that

ϑi,q(t) =
ωi,q(t)

1 + k1i,q(t)λi,q
−

k2i,q(t)µi,q

1 + k1i,q(t)λi,q
, (14)

where |k1i,q(t)| 6 1 and |k2i,q(t)| 6 1.
Design the intermediate continuous control signal as

ωi,q(t) =− (1 + λi,q)

(

αi,q2 tanh

(

zi,q2αi,q2
̟i,q2

)

+ µ̄i,q tanh

(

zi,q2µ̄i,q
̟i,q2

))

, (15)

where µ̄i,q >
µi,q

1−λi,q
is a positive constant to be determined. ̟i,q2 is a positive constant to be given.

Subsequently, the stability of closed-loop system will be proved by the proposed adaptive event trig-
gering control scheme.

Step i, 2. To deal with the issue of input saturation, we introduce a dynamic system subject to
auxiliary design function ~i,q as follows:

~̇i,q = −~i,q + ̺i,q(ϑi,q)− ϑi,q.

The Lyapunov function candidate is defined as

Vi,q2 = Vi,q1 +
z2i,q2
2

+
d̃2i,q
2r̄i,q

+
Θ̃2
i,q2

2ri,q2
,

where r̄i,q is a positive constant, d̂i,q is the estimation of d∗i,q and d̃i,q = d∗i,q − d̂i,q .
Similarly, differentiating Vi,q2 yields

V̇i,q2 =V̇i,q1 + zi,q2(ϑi,q + ςi,q(ϑi,q(t)) + ~i,q + fi,q2(x̄i,q2) + di,q − (ηi,q20 + ςi,q1))−
d̃i,q

˙̂
di,q

r̄i,q
−

Θ̃i,q2
˙̂
Θi,q2

ri,q2
.

(16)
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According to 0 6 |̺| − ̺ tanh
(

̺
̟

)

6 ̥̟,̥ = 0.2785, ̟ > 0, ̺ > 0, −̺ tanh
(

̺
̟

)

6 0, |k1i,q(t)| 6 1,

|k2i,q(t)| 6 1, and zi,qωi,q(t) 6 0, the following inequalities hold:

zi,q2ϑi,q 6
zi,q2ωi,q(t)

1 + k1i,q(t)λi,q
−
zi,q2k

2
i,q(t)µi,q

1 + k1i,q(t)λi,q

6
zi,q2ωi,q(t)

1 + λi,q
+ |zi,q2µ̄i,q|

6 −zi,q2αi,q2 tanh

(

zi,q2αi,q2
̟i,q2

)

+̥̟i,q2

6 2̥̟i,q2 − zi,q2αi,q2. (17)

According to Lemmas 1 and 2 and Young’s inequality, one gets

zi,q2(ςi,q(ϑi,q)− ςi,q1) 6 z2i,q2 +
ς∗2i,q1
2

+
D2
i,q1

2
,

zi,q2di,q 6 |zi,q2|d
∗
i,q + (d̂i,q + d̃i,q − d∗i,q)zi,q2 tanh

(

zi,q2
̟i,q2

)

,

zi,q2fi,q2(x̄i,q2) = zi,q2(θ
∗T
i,q2ϕi,q2(x̄i,q2) + ǫi,q2) 6 |zi,q2|Θ

∗
i,q2Ψi,q2,

(18)

where Ψi,q2 = ‖ϕi,q2(x̄i,q2)‖+ 1.
The virtual controller and adaptive laws are set as

αi,q2 = ci,q2zi,q2+zi,q2+(bi + d̄i)zi,q1+~i,q−ηi,q20+Θ̂i,qΨi,q2 tanh

(

zi,q2Ψi,q2
̟i,q2

)

+d̂i,q tanh

(

zi,q2
̟i,q2

)

,

˙̂
di,q = r̄i,qzi,q2 tanh

(

zi,q2
̟i,q2

)

− σ̄i,q d̂i,q,
˙̂
Θi,q2 = ri,q2zi,q2Ψi,q2 tanh

(

zi,q2Ψi,q2
̟i,q2

)

− σi,q2Θ̂i,q2, (19)

where ci,q2, σ̄i,q, and σi,q2 are given constants.

Similar to the analysis in Step i, 1, V̇i,q2 is transformed as

V̇i,q2 6−

2
∑

j=1

ci,qjz
2
i,qj −

2
∑

j=1

σi,qjΘ̃
2
i,qj

2ri,qj
−
σ̄id̃

2
i,q

2r̄i,q
+ Λi,q, (20)

where Λi,q =
∑2

j=1

σi,qjΘ
∗2
i,qj

2ri,qj
+

σ̄i,qd
∗2
i,q

2r̄i,q
+
∑2

j=1 ̥Θ∗
i,qj̟i,qj + 2̥̟i,q2 + d∗i,q̥̟i,q2 +

ς∗2i,q1
2 +

D2
i,q1

2 .

Then, one obtains

V̇i,q2 6 −Li,qVi,q2 + Λi,q, (21)

where Li,q = min{2ci,qj , σi,qj , σ̄i,q, i = 1, . . . ,M, j = 1, 2, q = 1, 2, 3} and ci,q1 > 0, σi,qj > 0, σ̄i,q > 0.
According to the previous development, the main results are summarised as the following theorem.

Theorem 1. Under Assumptions 1 and 2, the first-order SMD (12), the event-triggered mechanism (13),
the intermediate control signal (15), and the adaptive laws (11) and (19) guarantee that all signals of the
closed-loop attitude system (6) are SGUUB. Moreover, the Zeno behavior can be avoided.

Proof. The Lyapunov function candidate of the whole attitude systems is V=
∑M

i=1

∑3
q=1Vi,q2. From (21),

we have

V̇ 6 −LsV + Λs, (22)

where Ls = min{L1,L2, . . . ,LM}, Li = min{Li,1,Li,2,Li,3}, and Λs =
∑M

i=1

∑3
q=1 Λi,q. Subsequently,

integrating (22) over [0, t], one has

0 6 V (t) 6

(

V (0)−
Λs
Ls

)

e−Lst +
Λs
Ls
. (23)
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Then, considering the definitions of Vi,q1 and Vi,q2, the following inequality holds: |zi,q1|
2 6 2e−LstV (0)+

2Λs
Ls

(1−e−Lst). Then, we have |zi,q1| 6
√

2Λs
Ls

as t→ ∞. Therefore, it can be seen that the tracking error

zi,q1 can be controlled arbitrarily small via choosing the appropriate parameters. According to (23), all
signals in the closed-loop system are SGUUB.

Then, we need to prove that the proposed adaptive NN event-triggered control scheme can avoid Zeno
behavior. In this case, a time constant t∗i,q > 0 can be found to satisfy ∀h ∈ Z+, {th+1

i,q − thi,q > t∗i,q}.

With ǫi,q(t) = ωi,q(t) − ui,q(t), ∀tq ∈ [t∗i,q, t
h+1
i,q ), we obtain d

dt |ǫi,q| =
d
dt(ǫi,q × ǫi,q)

1
2 = sign(ǫi,q)ǫ̇i,q 6

|ω̇i,q|. From (19), we find that ωi,q is differentiable and ω̇i,q is a function subject to the bounded signals
in the closed-loop system. Consequently, there exists a constant ιi,q > 0 to satisfy |ω̇i,q| 6 ιi,q. For
ǫi,q(t

h
i,q) = 0 and limtq→th+1

i,q
ǫi,q(t) = µi,q, the lower bound of inter-execution intervals t∗i,q >

µi,q
ιi,q

can be

found to exclude Zeno behavior.

3.2 Design of adaptive outer-loop controller

According to (3), the position equation of UAV i can be constructed as

η̇n,1 = ηn,2 + gn,1, η̇n,2 = ℓun + gn,2 + dn, yn = ηn,1, n = 1, 2, 3, (24)

where η1,1 = x, η1,2 = vx, η2,1 = y, η2,2 = vy, η3,1 = z, η3,2 = vz , gn,1 and gn,2 stand for the neglected
and unmodeled parts of the position system, respectively. The system output yn satisfies Assumption 3.
ℓ = 1

m . u1, u2, and u3 can be expressed by u1 = (CψiSθiCφi + SψiSφi)U1, u2 = (SψiSθiCφi −CψiSφi)U1,

and u3 = (CθiCφi)U1 −mg. d1 = k1
m ẋ, d2 = k2

m ẏ, d3 = k3
m ż.

According to the definitions of u1, u2, u3, we have

U1 =
√

u21 + u22 + (u3 +mg)2, φd = arcsin

(

u1 sin(ψd)− u2 cos(ψd)

U1

)

,

θd = arctan

(

u1 cos(ψd) + u2 sin(ψd)

u3 +mg

)

.

(25)

Remark 3 ([4,33]). u1, u2, u3 can be designed later. ψd, θd, φd are the reference trajectories of ψi, θi, φi.
ψd is regarded as an extra reference signal to be given. The parameters θd and φd can be calculated
by (25). According to Theorem 1, ψi, θi, φi can rapidly converge to ψd, θd, φd.

The changes of coordinates are presented as

sn,1 = ηn,1 − yn,d, sn,2 = ηn,2 − an,1, (26)

where an,1 is the virtual control signal to be designed later. yn,d is the desired trajectory of yn.
Step n, 1. Time-varying bounds kan,1(t) and kbn,1(t) of sn,1 are given as

kan,1(t) =yn,d(t)− kcn,1(t), kbn,1(t) = kcn,1(t)− yn,d(t). (27)

The Lyapunov function candidate Vn,1 is considered as

Vn,1=
qn(sn,1)

2
ln

k2bn,1
k2bn,1 − s2n,1

+
1− qn(sn,1)

2
ln

k2an,1
k2an,1 − s2n,1

+
Θ̃2
n,1

2rn,1
, (28)

where qn(sn,1) = 0 for sn,1 6 0, and qn(sn,1) = 1 for sn,1 > 0.
Let χan,1 =

sn,1
kan,1

, χbn,1 =
sn,1
kbn,1

, χn = qn(sn,1)χbn,1 + (1− qn(sn,1))χan,1 denote the coordinate conver-

sions of the error. To facilitate the design of adaptive backstepping control, Eq. (28) can be transformed
into

Vn,1 =
1

2
ln

1

1− χ2
n

+
Θ̃2
n,1

2rn,1
,

where rn,j , j = 1, 2 are positive constants. Θ∗
n,j = max{‖θ∗Tn,j‖, ǫ

∗
n,j} with ǫ∗n,j being an unknown positive

constant. Θ̂n,j is the estimate of Θ∗
n,j and Θ̂n,j = Θ∗

n,j − Θ̃n,j.
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Via sn,1 = yn − yn,d and sn,2 = ηn,2 − an,1, the time derivative of Vn,1 can be calculated as

V̇n,1 =
qnχbn

kbn,1(1 − χ2
bn)

(

sn,2 + an,1 + gn,1 − sn,1
k̇bn,1
kbn,1

− ẏn,d

)

−
Θ̃n,1

˙̂
Θn,1

rn,1

+
(1− qn)χan
kan,1(1− χ2

an)

(

sn,2 + an,1 + gn,1 − ẏn,d − sn,1
k̇an,1
kan,1

)

. (29)

Note that qnχbn
kbn,1(1−χ2

bn
)
+ (1−qn)χan
kan,1(1−χ2

an)
=

qnsn,1
k2
bn,1

−s2n,1
+

(1−qn)sn,1
k2an,1−s

2
n,1

= ξnsn,1, ξn = qn
k2
bn,1

−s2n,1
+ (1−qn)

k2an,1−s
2
n,1

.

With Lemma 1, Young’s inequality and 0 6 |̺| − ̺ tanh
(

̺
̟

)

6 ̥̟,̟ > 0, ̺ ∈ R, one has

ξnsn,1gn,1 = ξnsn,1(θ
∗T
n,1ϕn,1(Zn,1) + ǫn,1)

6 ξnsn,1Θ
∗
n,1Ψn,1 tanh

(

ξnsn,1Ψn,1
̟n,1

)

+̥Θ∗
n,1̟n,1, (30)

where Zn,1 = [xn,1, xn,2]
T, Ψn,1 = ‖ϕn,1(Zn,1,1)‖+ 1, Zn,1,1 = [xn,1]

T.
The virtual controller and adaptive law are given as

an,1 =−

(

(cn,1 + c̄n,1(t))sn,1 − ẏn,d + Θ̂n,1Ψn,1 tanh

(

ξnsn,1Ψn,1
̟n,1

))

, (31)

˙̂
Θn,1 =rn,1ξnsn,1Ψn,1tanh

(

ξnsn,1Ψn,1
̟n,1

)

−σn,1Θ̂n,1, (32)

where cn,1 > 0, rn,1 > 0, ̟n,1 > 0, and σn,1 > 0, c̄n,1(t) =

√

(
k̇bn,1
kbn,1

)2 + (
k̇an,1
kan,1

)2 +Φ and c̄n,1(t) + (1 −

qn)
k̇an,1
kan,1

+ qn
k̇bn,1
kbn,1

> 0.

Substituting (30)–(32) into (29), one has

V̇n,1 6− cn,1
χ2
n

1− χ2
n

+̥Θ∗
n,1̟n,1 +

σn,1Θ̃n,1Θ̂n,1
rn,1

+ ξnsn,1sn,2. (33)

Remark 4. In this paper, the proposed time-varying BLF-based control strategy can be extended to
handle the static output constraints and time-varying full state constraints.

Similarly as (12), to reduce the computational complexity with α̇n,1, the first-order SMD consisting of
ζn,20, ζn,21, ηn,20, εn,20, εn,21, and ςn,1 is used to address the virtual control signal ȧn,1:

ȧn,1 = ηn,20 + ςn,1, |ςn,1| < ς∗n,1, (34)

where ς∗n,1 is an unknown positive constant.
Step n, 2. The Lyapunov function candidate is defined as

Vn,2 = Vn,1 +
s2n,2
2

+
Θ̃2
n,2

2rn,2
+

d̃2n
2r̄n

,

where r̄n is a positive constant. d̃n = d∗n − d̂n, d̂n stands for the estimation of d∗n.

The controller un, adaptive laws
˙̂
dn and

˙̂
Θn,2 are given as

un =−
1

ℓ

(

cn,2sn,2 +
sn,2
2

− ηn,20 + d̂n tanh

(

sn,2
̟n,2

)

+ Θ̂n,2Ψn,2 tanh

(

sn,2Ψn,2
̟n,2

)

+ ξnsn,1

)

, (35)

˙̂
dn = r̄nsn,2 tanh

(

sn,2
̟n,2

)

− σ̄nd̂n,
˙̂
Θn,2 = rn,2sn,2Ψn,2 tanh

(

sn,2Ψn,2
̟n,2

)

− σn,2Θ̂n,2, (36)

where cn,2, σ̄n, ̟n,2, and σn,2 are given constants.
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Let Ψn,2 = ‖ϕn,2(Zn,2,1)‖+1 and Zn,2,1 = [xn,1, xn,2]
T. Via the same calculation procedure as in (18),

V̇n,2 can be arranged as

V̇n,2 6−
cn,1χ

2
n

1− χ2
n

− cn,2s
2
n,2 −

2
∑

j=1

σn,jΘ̃
2
n,j

2rn,j
−
σ̄nd̃

2
n

2r̄n
+ Λn,p

with Λn,p =
∑2
j=1

σn,jΘ
∗2
n,j

2rn,j
+

σ̄nd
∗2
n

2r̄n
+
∑2

j=1 ̥Θ∗
n,j̟n,j + d∗n̥̟n,2 +

ς∗2n,1
2 .

Furthermore, letting Ln,p = min{2cn,1, 2cn,2, σn,j , σ̄n}, we have

V̇n,2 6 −Ln,pVn,2 + Λn,p. (37)

Theorem 2. For the position system (24) with a nonstrict-feedback structure, under Assumptions 1–3,
Lemmas 1–4, the controllers (31) and (35), the adaptive laws (32) and (36), and SMD (34), all signals
involved in the closed-loop system can be ensured to be SGUUB.

Proof. The Lyapunov candidate function of the position system is Vp =
∑3
n=1 Vn,2. From (37), we have

V̇p 6 −LpVp + Λp, (38)

where Lp = min{L1,p,L2,p,L3,p}. Λp =
∑3
n=1 Λn,p.

Integrating both sides of (38) with t > 0 yields

0 6 Vp(t) 6

(

Vp(0)−
Λp
Lp

)

e−Lpt +
Λp
Lp
, (39)

where if Vp(0) 6 V ∗
p with V ∗

p being a constant, then Vp(t) 6 V ∗
p +

Λp
Lp
, ∀t > 0.

From (28) and (39), we can obtain that

qn(sn,1)

2
ln

k2bn,1
k2bn,1(t)−s

2
n,1

+
1−qn(sn,1)

2
ln

k2an,1
k2an,1−s

2
n,1

6

(

Vp(0)−
Λp
Lp

)

e−Lpt +
Λp
Lp
. (40)

With the help of kan,1(t) < sn,1(t) < kbn,1(t), we have k2bn,1(t) − s2n,1 > 0 and k2an,1 − s2n,1 < 0. When
qn(sn,1) = 0 and sn,1 > 0, Eq. (40) can be represented as

qn(sn,1)
k2bn,1

k2bn,1(t)−s
2
n,1

6 e
2((Vp(0)−

Λp
Lp

)e−Lpt+
Λp
Lp

)
. (41)

Then, it follows that

|sn,1| 6 kbn,1(t)

√

1− e
−2((Vp(0)−

Λp
Lp

)e−Lpt+
Λp
Lp

)
. (42)

Then, we get |sn,1| 6 kbn,1(t)

√

1− e
−2

Λp
Lp as t → ∞. Similarly, sn,1 > −kan,1(t)

√

1− e
−2

Λp
Lp when

q(s1) = 1 and sn,1 6 0. Therefore, it follows from −kan,1(t)

√

1− e
−2

Λp
Lp 6 sn,1 6 kbn,1(t)

√

1− e
−2

Λp
Lp

that the tracking error sn,1 can be controlled arbitrarily small via choosing the appropriate parameters.
According to (39), all signals in the closed-loop system are SGUUB.

4 Simulation results

For multi-UAV systems, some simulation results are presented to demonstrate the effectiveness and valid-
ity of the proposed double-loop control strategy and event triggering mechanism under the communication
graph as shown in Figure 3.

To track the vertical helix flight trajectory, the desired signals of the task are set as y1,d = 0.5 sin(t),
y2,d = 0.5 cos(t), y3,d = 0.5t, yq0 = [φd, θd, ϕd]

T, ϕd = sin(0.5t), ka1,1 = 0.1 sin(t) + 0.5, kb1,1 =
0.1 cos(t)+0.6−0.5 sin(t), ka2,1 = 0.1 cos(t)+0.5, kb2,1 = 0.1 sin(t)+0.6−0.5 cos(t), ka3,1 = −0.8, kb3,1 =
0.8. Moreover, simulation parameters of the task are given as follows: gn,1 = 0.1 sin(xn,1xn,2), gn,2 =
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Figure 3 (Color online) Directed communication topology

graph.

Figure 4 (Color online) 3D tracking trajectories of the verti-

cal helix flight.
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Figure 5 (Color online) The trajectories of state η1,1 and

desired signal y1,d.

Figure 6 (Color online) The trajectories of state η2,1 and

desired signal y2,d.

(xn,1 + xn,2) cos(xn,1), fi,q1 = 0.1 sin(xi,q1) sin(xi,q2), x1,q1(0) = [0.1, 0.2, 0.2]T, x2,q1(0) = [0.2, 0.1, 0.2]T,
x3,q1(0) = [0.3, 0.4, 0.1]T, x4,q1(0) = [0.5, 0.1, 0.5]T, ui,qN = 40, Jx = 1.2416, Jy = 1.2416, Jz = 2.4832
m = 2, Φ = 0.1, εi,q20 = [0.2, 0.2, 0.2]T, εi,q21 = [0.2, 0.2, 0.2]T, εn,20 = 0.2, εn,21 = 0.2, ̟i,12 = 0.02,
̟n,2 = 0.02, ωi,q1 = 0.1, ωi,q2 = 0.1, µ1,q = 0.05, µ2,q = 0.1, µ3,q = 0.1, µ4,q = 0.1, λ1,q = 0.8, λ2,q = 0.7,
λ3,q = 0.78, λ4,q = 0.6, c1,q1 = [2, 3, 6]T, c1,q2 = [2, 2.5, 2.5]T, c2,q1 = [6, 8, 12]T, c2,q2 = [0.4, 1, 0.4]T,
c3,q1 = [4, 8, 8]T, c3,q2 = [8, 7.4, 8]T, c4,q1 = [8, 5, 8]T, c4,q2 = [5, 5.8, 5.8]T, cn,1 = [10, 18, 10]T, cn,2 =
[10, 40, 40]T, ri,q1 = [0.1, 0.1, 0.1]T, σi,q1 = [100, 80, 80]T, ri,q2 = [0.1, 0.1, 0.1], σi,q2 = [80, 80, 80]T, r̄i,q =
[0.01, 0.01, 0.01]T, σ̄i,q = [20, 20, 20]T, rn,1 = [0.1, 0.1, 0.1]T, σn,1 = [1.5, 1.5, 1.5]T, rn,2 = [0.1, 0.1, 0.1]T,
σn,2 = [1.5, 1.5, 1.5]T, r̄n = [0.1, 0.1, 0.1]T, σ̄n = [1.5, 1.5, 1.5]T. The sampling period is 0.001 s.

In the attitude systems, f1,q2 and f2,q2 are approximated by an RBF NN, which contains 7 nodes with
the center evenly spaced in [−2, 2] and the Gaussian-type function width being equal to 2. In the position
systems, to approximate gn,1 and gn,2, we choose 7 nodes with the center uniformly distributed in [−2, 2].
For UAV systems with time-varying output constraints and input saturation, the following simulation
results are presented. Figure 4 illustrates the 3D tracking trajectory of the nonlinear position system
of UAV 1, the desired trajectory of vertical helix flight can be found in many practical scenarios such
as flying in the staircase. More details of the good performance on tracking trajectories are depicted in
Figures 5–7, which show the desired signals y1,d, y2,d, y3,d, the tracking trajectories of states η1,1, η2,1, η3,1,
and the asymmetric time-varying output constraints k̄c1,1, kc1,1, k̄c2,1, kc2,1, k̄c3,1, kc3,1. It can be learnt
from Figures 5–7 that the outputs of the position system of UAV 1 not only satisfy the time-varying
constraints, but also converge to a small neighborhood of the desired trajectories. Figure 8 depicts the
trajectories of tracking errors sn,1 under SMD and DSC approaches, which indicates that SMD technique
is more effective than DSC method. On the other hand, Figures 9–11 display the trajectories of the
desired signals and the outputs of the attitude systems of UAV i (i = 1, 2, 3, 4). It should be noticed
that the desired signals of θ0 and φ0 are not given directly but are obtained through (25). Moreover,
the actual event triggering control signals ui,φ(ϑi), ui,θ(ϑi), and ui,ψ(ϑi) with actuator saturation are
depicted in Figures 12–14. The release instants of event triggering signal ui,1(ϑi,1) are presented in
Figure 15, where the actuator of UAV i only uses 1688, 1110, 2072, and 1425 samples, respectively,
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Figure 7 (Color online) The trajectories of state η3,1 and

desired signal y3,d.

Figure 8 (Color online) The trajectories of tracking errors

sn,1.
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Figure 9 (Color online) The roll angle φi,1 and the desired

signal φ0.

Figure 10 (Color online) The pitch angle θi,1 and the desired

signal θ0.
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Figure 11 (Color online) The yaw angle ψi,1 and the desired signal ψ0.

whereas the traditional time-triggered control method will need 30000 samples. Furthermore, to present
the advantages of the proposed event-triggered strategy, three different threshold strategies are compared
in Table 1. Therefore, different from the fixed threshold and switching threshold strategies, the relative
threshold strategy shows the superiority in terms of mitigating unnecessary waste of network resources
and actuator wear for nonlinear six-rotor UAV systems with input saturation being verified.

Remark 5. In the multi-UAV systems, the input saturation is inherent owing to the physical limitations
and the energy consumption [19]. Figures 12–14 depict the responses of the actual control signal ui,1(ϑi,1)
with saturation and the bound of ui,1(ϑi,1) is chosen as 40. From the simulation results, the effectiveness
of the proposed control scheme has been proved for UAV systems with input saturation.

5 Conclusion

This paper has investigated the adaptive trajectory tracking control problems for nonstrict-feedback non-
linear six-rotor UAV systems with asymmetric time-varying output constraints and input saturation. In
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Figure 12 (Color online) The control input ui,φ(ϑi) of attitude systems.

0
−40

−20

0

0 0

0

20

40

10 20 30
Time (s)

0
−40

−20

20

40

10 20 30
Time (s)

0
−40

−20

20

40

10 20 30
Time (s)

0
−40

−20

20

40

10 20 30
Time (s)

C
o
n
tr

o
l 

in
p
u
t 

u
1
,θ

C
o
n
tr

o
l 

in
p
u
t 

u
3

,θ

C
o
n
tr

o
l 

in
p
u
t 

u
2
,θ

C
o
n
tr

o
l 

in
p
u
t 

u
4

,θ

Figure 13 (Color online) The control input ui,θ(ϑi) of attitude systems.
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Figure 14 (Color online) The control input ui,ψ(ϑi) of attitude systems.

the backstepping framework, the first-order SMD has been proposed to solve the“explosion of complex-
ity” issue. By introducing the asymmetric time-varying BLF and an auxiliary function, the outputs of
violating time-varying and actuator input saturation constraint have been prevented, respectively. In
addition, a distributed adaptive event triggering tracking control strategy has been proposed to ensure
the fast tracking of Euler angles. Based on the adjusted event triggering parameters, communication
burden is alleviated by reducing the number of transmitted messages. Simulation results have validated
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Figure 15 (Color online) Release instants of the UAV systems 1–4.

Table 1 Number of triggering events

UAV 1 UAV 2 UAV 3 UAV 4

Fixed threshold method in [27] 4287 4081 4383 3813

Switching threshold method in [44] 1538 1694 2367 2103

Relative threshold method 1192 1438 2089 1624

the effectiveness of the proposed adaptive tracking control algorithm for six-rotor UAV systems. A sig-
nificant topic for future investigation is investigating the finite time control problems for UAV systems
with time-delay and failures [45–49].
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