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Dear editor,

Many emerging non-volatile memories (NVM), such as re-

sistive random access memory (RRAM) [1], phase-change

memory (PCM) [2], and ferroelectric RAM (FeRAM) [3],

together with the conventional flash memory [4, 5], have

demonstrated their good capabilities in many artificial neu-

ral networks.

Similar to artificial neural network processing, a hard-

ware matrix for vector-matrix multiply-and-accumulate

(MAC) operation is necessary for partial differential equa-

tion (PDE) calculations. Recently, one-step solvers without

iterations were developed by Sun et al. [6] for linear sys-

tems. However, PDEs in most cases are solved iteratively.

The study from Zidan et al. [7] proposed an algorithm of

memristor-based CIM system as PDE solvers. Owing to the

low precision of memristor devices, the matrix array unit is

small (3×3 matrix) and the precision extension technique

has to be integrated. To solve this issue, flash memory rep-

resents a great choice because it is a non-volatile memory

technology with ultra-high density, low cost, robust reliabil-

ities, and better control of cell variations [8].

In this study, we design a flash-memory-based CIM hard-

ware system to perform hard tasks requiring high precision

and accurate solutions. On the basis of Jacobi iteration al-

gorithm, we construct the iteration matrix to solve elliptic

PDEs. The saturation region of memory cells is used for

vector-matrix MAC operations to suppress device-to-device

variations, and the computation convergence of different

memory arrays is comparably studied in detail.

The core processing unit is constructed with flash mem-

ory arrays of 65 nm NOR flash memory technology, as shown

in Figure 1(a). To achieve an accurate solution for numer-

ical computations, the saturation region of flash memory

cell is used in this study. The characteristic of the satu-

ration region is described as I = β · (Vg − Vth)
2, were Vth

is an adjustable parameter by changing the program states

of memory cells, which is considered as one of the multipli-

ers. By accumulating the current through the array cells

adjusted by Vth, the result of integrator is the dot prod-

uct of the pulse time and the current of array cells with a

common source line, i.e., Q = I · T . Based on Kirchhoff’s

current law, matrix addition can be achieved by measuring

the integral of currents. The elements of the input vector

and the coefficient matrix are represented by the pulse time

and the threshold voltage, respectively.

To evaluate the performance of the flash-memory-based

CIM system, we solve two typical elliptic PDEs: Laplace’s

equation (∇2u = 0) and Poisson’s equation (∇2u =

f (x, y)). When the solution of the unknown is divided into

12×12 2D distributed grids, the coefficient matrix becomes

a 144×144 matrix. The large matrix magnifies the hardware

challenges and reduces the computing efficiency, and the co-

efficient matrix M (Figure S1) is a typical sparse matrix

with only a few nonzero elements, which is easy to extract

useful values. To address this issue, we slice the big matrix

into small slices, and two kinds of matrix partition schemes

are studied comparably. Matrix partition method not only

reduces the flash memory array, but also improves the cal-

culation efficiency and reduces the power consumption.

The first matrix partition scheme is to slice the big ma-

trix into 36×6 matrix slices with 36 inputs and 6 outputs

for each matrix (see Appendix B for more details), and only

intercepted active slices are considered (the slices containing

non-zero elements). In addition, considering that the Jacobi

iteration matrix only has nonzero values in the four diago-

nals, we can extract the four diagonals and convert them to

four columns (144×1 matrix) containing nonzero values (see

Appendix C for more details). We first solve a equation as

follows:
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∇2u = 0,

u (x, 1) = x, 1 6 x 6 9,

u (x, 9) = 10− x, 1 6 x 6 9,

u (1, y) = y, 1 6 y 6 9,

u (9, y) = 10− y, 1 6 y 6 9.

Next, we further solve a Poisson’s equation. The exact so-

lution of the equation is x · y · e−(x2+y2). The equation can
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Figure 1 (Color online) (a) Schematic diagram of flash memory cell arrays. The values of the elements are mapped as pulse time

and threshold voltage, and the vector-matrix multiplication operations of the slice are performed by supplying the input vector as

voltage pulses to the rows and reading out the charge outputs at each string. (b) The way we divide the blocks leads to totally six

different slice patterns by enlarging the selected area of 144×144 coefficient matrix generated by the FDM method. (c) Measured

output obtained from 144×1 matrix after 50 iterations.

be described as
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∇2u =
(

x2 + y2 − 3
)

· 4xy · e−(x2+y2),

u (x,−0.2) = x · (−0.2) · e−(x2+0.04), −0.2 6 x 6 0.2,

u (x,+0.2) = x · (+0.2) · e−(x2+0.04), −0.2 6 x 6 0.2,

u (−0.2, y) = y · (−0.2) · e−(y2+0.04), −0.2 6 y 6 0.2,

u (+0.2, y) = y · (+0.2) · e−(y2+0.04), −0.2 6 y 6 0.2.

We used the aforementioned two matrix partition methods

to solve equations and compared the results with those of

the case of no matrix division. The results obtained from

the 144×1 matrix are shown in Figure 1(c), and the others

are summarized in Appendix D.
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