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Abstract This paper surveys domain-specific architectures (DSAs) built from two emerging memory tech-

nologies. Hybrid memory cube (HMC) and high bandwidth memory (HBM) can reduce data movement

between memory and computation by placing computing logic inside memory dies. On the other hand, the

emerging non-volatile memory, metal-oxide resistive random access memory (ReRAM) has been considered

as a promising candidate for future memory architecture due to its high density, fast read access and low

leakage power. The key feature is ReRAM’s capability to perform the inherently parallel in-situ matrix-

vector multiplication in the analog domain. We focus on the DSAs for two important applications—graph

processing and machine learning acceleration. Based on the understanding of the recent architectures and

our research experience, we also discuss several potential research directions.
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1 Introduction

The improvement of complementary metal-oxide-semiconductor (CMOS) technology has been the driving
force that enabled architects to invent various aggressive techniques to achieving high performance. In
1965, Gordon Moore predicted that the transistor density would double yearly, and in 1975, revised to
a doubling every two years—eventually known as Moore’s law. Another famous prediction is “Dennard
scaling” made by Robert Dennard, stating that as transistor density increases, power consumption per
transistor would drop, making the power per mm2 of silicon nearly constant. Since the compute capability
of a mm2 of silicon increases with each technology generation, Dennard scaling implies that computers
would become more energy efficient. Moore’s law began to slow around 2000 and by 2018 showed a
roughly 15-fold gap between the prediction and current capacity [1]. Similarly, Dennard scaling began to
slow significantly in 2007 and completely faded by 2012 [1]. Before mid-2000s, the interaction between
software and hardware was non-essential: the unmodified software can expect to run faster in a year or
two by simply using newly announced microprocessors.

The end of Moore’s law and Dennard scaling triggered major changes in the landscape of industry,
entering the era of “dark silicon”. The sharp increase in power densities prevents all the transistors from
being powered simultaneously at the nominal voltage. This triggers the proliferation of domain-specific
architectures (DSA) and domain-specific languages (DSL). Tailored for specific problem domains, the
DSAs can potentially offer significant performance and power efficiency gains. The DSLs enable the
expression of domain-specific structures, e.g., vector, sparse matrix, and graph operations, so that the
problems can be efficiently mapped to DSAs. The emerging applications supported by DSAs and DSLs
offer breathtaking opportunities. As the 2018 Turing Award winners John Hennessy and David Patterson
pointed out in the Turing lecture [1], we have entered the “the new golden age for computer architecture”,
where achieving significant gains through DSA and DSL will require vertical integration that understands
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and connects applications, DSL and frameworks, computer architecture, and the underlying and emerg-
ing technology. Improving the software/hardware (SW/HW) interfaces and making design decisions
across layers of abstractions are crucial to understanding complex trade-offs and achieving performance
improvements.

The domain-specific architecture faces the important challenge of high cost of data movement. As
the heart of deep learning applications, convolutional neural networks (CNNs) are not only compute
intensive but also memory intensive. For example, to process just one image data, AlexNet [2] performs
109 operations. Since the conventional von Neumann architecture separates the computation and data
storage, a large amount of data movements are incurred to process deep networks with large number of
layers and millions of weights. Such data movements not only lead to a critical performance bottleneck
due to the limited memory bandwidth, but also, and more importantly, an energy bottleneck. A recent
study [3] showed data movements become the dominant source of energy consumption compared to
computation operations—the data movements between CPUs and off-chip memory consumes two orders
of magnitude more energy than floating point operations. Based on the application demands and high
cost, it is crucial to reduce data movement and computing cost. In this study, we survey the recent DSA
built from two emerging memory technologies.

The first technology we consider is hybrid memory cube (HMC) [4] and high bandwidth memory
(HBM) [5]. This type of memory can reduce data movement between memory and computation by
placing computing logic inside memory dies. The same idea has been proposed and investigated decades
ago, but gradually fade out because it is not technically practical. Recently, thanks to the emerging
3D stacked memory technology, researchers intensively investigated the potential of the technology on
various applications that did not exist before. In an abstract view, the architecture contains multiple
memory cubes, and they are connected by external SerDes links with 120 GB/s per link. Within each
cube, multiple DRAM dies are stacked through silicon via (TSV), providing higher internal memory
bandwidth up to 320 GB/s. At the bottom of the dies, computation logic such as simple in-order cores
can be embedded. Performing computation at in-memory compute logic can clearly reduce data move-
ments in memory hierarchy. More importantly, HMC and HBM provide “memory-capacity-proportional”
bandwidth and scalability. We consider the architectures developed based on HMC/HBM as near data
processing (NDP) architectures because the computation units are moved closer to memory.

The second technology we consider is the emerging non-volatile memory, metal-oxide resistive random
access memory (ReRAM) [6–9]. It is considered as one of the promising candidates for future memory
architecture due to its high density, fast read access and low leakage power. Besides the advantage of
being used as a type of non-volatile memory, ReRAM also enjoys the unique key feature of being able
to perform the inherently parallel in-situ matrix-vector multiplication in the analog domain. For many
important applications such as machine learning and graph processing, the key computation kernels all
can be essentially expressed as matrix-vector multiplication, and thus ReRAM crossbars can naturally
accelerate them with much less data movement and low-cost computation. We consider the architectures
developed based on ReRAM as processing-in-memory (PIM) architectures because the computations are
directly performed by ReRAM crossbars.

In this study, we focus on the domain-specific NDP or PIM architectures for two important applications
—graph processing and machine learning acceleration. Graphs are natural data representation to cap-
ture the relationships between data items, such as interactions or dependencies. Graph analytics is an
important way to understand the relationships between heterogeneous types of data. In various im-
portant applications, such as machine learning tasks [10], natural language processing [11–13], anomaly
detection [14–16], clustering [17, 18], recommendation [19–22], social influence analysis [23–25], bioinfor-
matics [26–28], the valuable insights from patterns in the graph data can be obtained. At the same
time, the execution of the graph algorithms on conventional architecture also poses two key challenges.
First, they have poor locality because of the random accesses in traversing the neighborhood vertices.
Second, they demand high memory bandwidth requirement because the computations on data accesses
from memory are typically simple. In another word, the time spent on computation after fetching a piece
of data from memory hierarchy is short, making it hard to hide the latency. Moreover, a side effect of the
poor locality is the memory bandwidth waste. When a cache line is fetched, only a small portion of it is
used in the computation. As a result, graph processing incurs a significant amount of data movements
and energy consumption.

The second application we consider is the acceleration of deep neural networks (DNNs), which have
become the fundamental element and core enabler of the ubiquitous artificial intelligence [29]. As we
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showed earlier, the execution of DNNs leads to substantial data movements and computation operations.
To achieve high accuracy, the model size is also growing rapidly, exaggerating the bottlenecks. To reduce
data movement, two techniques are intensively studied. First, the model compression techniques [30–33]
reduces model sizes and thus eliminates many dynamic random-access memory (DRAM) accesses. The
challenge is to still achieve the high accuracy with the smaller model sizes. The second trend is the design
of hardware accelerators [34–42]1). While perhaps having quite different architectures, they all share
the benefit of performing computations efficiently in manners that matches the structure of the DNNs.
The computation cost can be reduced by lowering the precision of floating point operations, or avoiding
redundant computation (e.g., multiplication with zeros) at an element or even bit level. Most of these ideas
have been investigated using CMOS technology, but with the end of Moore’s law [43], the potential of the
acceleration architecture based on conventional technology might be limited. We believe that the drastic
improvements can be likely achieved by (1) the next-generation emerging device/circuit technology beyond
CMOS; and (2) the vertical integration [1] and optimization of algorithm, architecture and technology
innovations to deliver better overall performance and energy efficiency for various applications.

The paper is organized as follows. Section 2 provides the background of different emerging memory
technologies. Section 3 discusses the key problems and challenges of graph processing and machine
learning acceleration. Section 4 surveys the recent PIM and NDP architectures for graph processing.
Section 5 surveys the recent PIM and NDP architectures for machine learning acceleration. Section 6
discusses several potential future research directions. Section 7 concludes the paper.

2 Emerging memory technologies

This section provides the background on HMC/HBM and ReRAM memory technology. They are the
essential building blocks for various architectures we survey in this paper.

2.1 Hybrid memory cube

Thanks to the technology advance, the 3D integration technology [44] enables the integration of computing
logic with memory dies. In this paper, we mainly discuss on HMC [45], but the insights and principles can
be also applied to other alternatives such as HBM [46]. Both of them can be abstractly considered as a
number of computing nodes with local memory: the computation is performed by the logic die under the
multiple levels of memory dies. The property is that accessing data in the local memory dies is shorter
than accessing the remote dies. An HMC device, also called a cube, is a single chip stack that consists
of several memory dies/layers and a single logic die/layer. Based on this structure, we should consider
two kinds of bandwidth. The internal bandwidth determines the maximum data transfer speed between
memory dies and the logic dies of a same cube. The external bandwidth determines the data transfer
capability from the cube to the external devices such as other cubes and the host processor.

Figure 1 shows the organization of one HMC based on the specification 2.1 [45]. We see that each cube
is divided into 32 vertical slices (also known as vaults), and has at most 4 multiple serial links serving
as the interface for off-chip communication, and a crossbar network that connects the slices. Each vault
has a logic layer and several memory layers, which provides up to 256 MB of memory space (8 GB space
per cube). These layers are connected through low-power TSV. Each TSV can provide up to 10 GB/s of
bandwidth, and thus the maximum internal bandwidth of a cube is 32× 10 = 320 GB/s. Based on the
default configuration, the each off-chip links contain 16 input lanes and 16 output lanes for full duplex
operation. This leads to at most 480 GB/s external bandwidth (i.e., 120 GB/s per link).

Besides the capability of providing high density and bandwidth, HMC also makes it possible to integrate
computation logics into its logical die/layer. For example, in Tesseract [47], a single-issue, in-order core
and a prefetcher are placed in the logic die of each vault (i.e., 32 cores per cube). It is feasible, because the
area of 32 ARM Cortex-A5 processors including an FPU (0.68 mm2 for each core2)) corresponds to only
9.6% of the area of an 8 GB DRAM die area (e.g., 226 mm2 [48]). The key benefit that HMC can provide
is memory-capacity-proportional bandwidth. Thus, the benefits of multiple HMCs are always preserved.
Typically, a system that contains N HMCs can provide N × 8 GB memory space and N × 320 GB/s

1) Google supercharges machine learning tasks with TPU custom chip. https://cloudplatform.googleblog.com/2016/05/Google-

supercharges-machine-l earning-tasks-with-custom-chip.html.

2) ARM. ARM Cortex-A5 Processor. http://www.arm.com/products/processors/cortex-a/cortex-a5.php.

http://www.arm.com/products/processors/cortex-a/cortex-a5.php
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Figure 2 (Color online) Examples of HMCs’ interconnections. (a) Processor-centric network; (b) memory-centric network: mesh;

(c) memory-centric network: dragonfly

aggregation internal bandwidth. The actual aggregated bandwidth is determined by the interconnection
network that connects the HMCs and host processors.

A straightforward interconnect design is the “processor-centric network”, which simply reuses the
current non-uniform memory access (NUMA) architecture and replaces traditional dual in-line memory
modules (DIMMs) with HMCs. Figure 2(a) presents a typical system that contains four processor sockets.
In this case, a fully-connected interconnection network among the processors is built based using Intel
QuickPath Interconnect (QPI) technology. A processor is connected to a set of HMCs, while each
HMC can be only exclusively connected to a particular processor. This also means that there is not
a direct connection between HMCs. This network organization is simple and compatible with the current
architecture. Unfortunately, Kim et al. [49] concluded that this processor-centric organization does not
fully utilize the additional opportunities offered by multiple HMCs. Since the routing/switching capacity
can be supported by HMC’s logic die, it is possible to use more sophisticated topology and connection that
were infeasible with traditional DIMM-based DRAM modules. To take this opportunity, Kim et al. [49]
proposed the “memory-centric network”, which allows HMCs to be directly connected to each other
without providing direct connections among processors. This means that all processor communications
need to go through HMCs indirectly. The evaluation results show that the throughput of a memory-
centric network can exceed the throughput of a processor-centric network.

Kim et al. [49] also evaluated various types of topology to interconnect HMCs. Figures 2(b) and (c)
show two commonly used examples. Dragonfly [50] is shown to be advantageous for three reasons. First,
it has higher connectivity and shorter diameter than a simple topology like mesh. Second, it can achieve
a similar performance as the best interconnection topology, named flattened butterfly [51], according to
the evaluation of 16 HMCs. Third, it does not face the same scalability problem as a flattened butterfly.
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Figure 3 (Color online) Basics of ReRAMs. (a) Metal-insulator-metal structure of a ReRAM cell; (b) switch between high/low

resistance states; (c) in-situ matrix-vector multiplication in ReRAM crossbars.

2.2 ReRAM basics

Thanks to the significant progress of fabricating non-volatile memories, the non-volatile memories have
become commercially available. For example, the 3D Xpoint [52, 53] is an example of commercial non-
volatile memories fabricated jointly by Micron and Intel. Resistive RAM is a type of non-volatile memory
with nearly zero leakage power, high integration density, and high scalability. Research papers demon-
strated the results of fabricated ReRAM memory cells, memory arrays [6, 54–56] and also neuromorphic
accelerators using ReRAM technology [52, 53, 57–63].

Primarily, the ReRAM can be used as an alternate for main memory [64–66]. Figure 3(a) shows
the ReRAM cell containing the metal-insulator-metal (MIM) structure. The structure is composed of a
bottom electrode, a top electrode and a metal-oxide layer sandwiched between electrodes. An external
voltage can be applied to a ReRAM cell and switch it between a high resistance state (HRS or OFF-state)
and a low resistance state (LRS or ON-state). They can represent the logical “0” and “1”, respectively, as
shown in Figure 3(b). The concern of the lifetime is not as serious for ReRAM as the other non-volatile
memory, such as PCM [67], since the endurance of ReRAM could be up to 1012 [68, 69].

As a secondary but important application, the ReRAM also features the capability to perform in-situ
matrix-vector multiplication [70, 71] as shown in Figure 3(c). It utilizes the property of bitline current
summation in ReRAM crossbars to enable computing with high performance and low energy cost. While
conventional CMOS based architecture showed substantial success on neural network acceleration [72–74],
recent studies [75–78] demonstrated that ReRAM-based architectures can provide significant performance
and energy benefits for the neural network computing that is both compute and memory intensive.

3 Understanding the applications

3.1 Graph processing

3.1.1 Graph computation and application programming interfaces (APIs)

A graph G is defined as an ordered pair (V,E), where each edge in the set E connects a pair of vertices in
V . During the execution, a graph algorithm visits all edges and vertices to extract the hidden structures
and information based on the graph structure. A graph can be naturally considered as an adjacency
matrix, where each matrix row and column correspond to a vertex, and the matrix elements represent
the edges. An element is non-zero if there is an edge between the vertices corresponding to the row and
column. Thus, matrix operations can express most graph algorithms. However, in practice, the graph is
typically sparse—most elements in the adjacency matrix are zeros. If we store the graphs and perform
the computations using matrix format, it will obviously incur both storage and compute resources waste.
Therefore, all graph processing systems support the data representations for sparse graph data. In the
conventional architecture with CPUs or GPUs, each of the simple operation, e.g., multiplication of two
non-zeros, on sparse data is performed as the normal ALU instruction.

Due to the importance of developing graph algorithms, the programmers must be able to easily express
the desired graph computation. For this purpose, several domain-specific programming models that
emphasize the local view of computations are proposed. The key principle is “think like a vertex”—
the user-defined functions just need to specify the local computation on a vertex using the data of
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Table 1 Vertex programming APIs

UDF Input parameters Output Operation

processEdge Source vertex value Partial update User-defined computation for each edge

reduce Reduced/partial update Reduced update Generate update value for dest vertex

apply Reduced update/old value New value Update the value of dest vertex

Figure 4 Vertex programming model.

neighbors and incoming/outgoing edges. The programming models designed based on this principle
include amorphous data-parallel program [79], gather-apply-scatter program [80], vertex program [81],
and some other frameworks [82]. Among them, the vertex program is a commonly supported interface,
which is adopted by several software and hardware accelerated graph processing frameworks adopted this
API, including Tesseract [47], GraphLab [83], and Graphicionado [84]. Table 1 lists the semantics of
three user-defined functions (UDF) of vertex program. Figure 4 illustrates a general graph application
expressed with these primitives.

Typically, the execution of graph processing visits all vertices in the vertex array in a certain order,
when a vertex is visited, its incoming or outgoing edges are also visited. For each edge, an updated value
for the destination vertex is computed and stored in a compute array, which is updated to the vertex
array after an iteration. This process involves three steps that can be expressed in user-defined functions.
(1) Process. The processEdge function computes the partial update of source vertex v through edge
e to the destination vertex u for every out-going edge e of vertex v. (2) Reduce. From each vertex u,
the processEdge function returns the new update, which is aggregated with the current value of u in
compute array by the reduce function. This step incurs a random access. (3) Apply. It is executed after
an iteration, and the updated value of each vertex in the compute array is applied to the vertex array by
the apply function. The graph algorithms are normally iterative, the above steps are repeatedly executed
for multiple iterations until certain convergence condition is achieved. For example, the difference of page
rank of a vertex after two consecutive iterations becomes smaller than a pre-defined threshold.

3.1.2 Architectural challenges

The graph processing applications are generally believed to have poor locality and high memory band-
width requirement. However, it is important to understand the reason. While randomly accessing the
vertices will certainly lead to random accesses, the graph processing execution actually accesses them
mostly sequentially. As we discussed above, all vertices are processed in the order according to how
they are stored in a vertex array, so there is no random access. For each vertex, its edge list is accessed
sequentially as well; the random access only happens when we move from one vertex to another. In
Figure 5(b), it is indicated as the global random access. However, the ratio of such random access is
quite low. The major source of random access actually happens when we update the compute array for
each edge. In synchronous graph processing, the compute array is only updated to the vertex array at
the end of an iteration. For asynchronous graph processing, the vertex array is directly updated. In
either case, storing the new value for the destination vertex of an edge is a random access. Intuitively, we
can consider the graph data access having three aspects: source vertices, edges, and destination vertices.
Among the three, only two can be accessed sequentially.

The reason for the high memory bandwidth requirement is due to the nature of graph algorithms
and the sparse representation. Typically, the computation involved in graph algorithms is quite simple,
e.g., computing the partial update, and then it is followed with a random access to store the newly
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Figure 7 (a) A directed graph represented by (b) adjacency matrix and (c) coordinate list.

computed value. Thus, the whole execution timeline can be considered as an alternative sequence of
short computation time and long random access latency. Since the computation is much faster than
memory access in this scenario, the execution is memory bound and requires high memory bandwidth.

3.1.3 Graph representation

As discussed before, graphs are typically stored in the compressed sparse matrix representation. Here,
Figure 6 illustrates three commonly used compressed sparse representations: coordinate list (COO),
compressed sparse row (CSR), and compressed sparse column (CSC). CSC representation stores the non-
zeros in column major order as (row index, value) pairs in a list, so the number of non-zeros is equal to
the number of entries in the list. The starting index of a row in the (row, val) list is kept by another list,
each entry indicates a column starting pointer. In Figure 6(a), 4 in the colptr indicates that the 4-th
entry in (row, val) list, i.e., (0, 8) is the starting of column 3. The number of entries in colptr is equal
to (the number of columns + 1). Similar to CSC, the CSR just swaps the row and column. The COO is
more straightforward: each entry directly indicates the position and the non-zero value by a tuple—(row
index, column index, value).

Given a graph in Figure 7(a), both the adjacency matrix representation and COO representation are
partitioned into four 2 × 2 subgraphs shown in Figures 7(b) and (c). In this example, the coordinate list
saves around 61% space to store the graph than the ordinary adjacency matrix. In the real-world, the
graphs tend to have higher sparsity, making the saving even higher.

3.2 Machine learning acceleration

3.2.1 The computation of deep neural network

CNN is the core component of many deep learning applications including computer vision [85–89], data
mining [90–93], and language processing [94–98]. Figure 8 illustrates the organization of an example CNN
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Figure 8 (Color online) Convolutional neural network.

with three types of layers: convolution layer, pooling layer and inner product layer. In a convolution
layer, a set of kernels are convoluted with data of channels from the previous layer (layer l) to generate
data for channels of next layer (layer l + 1). dl is a cube of data in a layer. dl[x, y, c] is the value
at a point in the three dimensional data cube. Let (Xl × Yl × Cl) denote the size of d in layer l, so
0 6 x 6 Xd − 1, 0 6 y 6 Yd − 1, 0 6 c 6 Cd − 1 and Cd is the number of channels. (xl, yl, cl) indicates
a point in layer l’s data cube. K is the kernel composed of a set of weights. Kl is the kernel used in
the computation to generate data in layer l. A kernel represents four dimensional data: the size of each
dimension is Kx, Ky, Cl and Cl+1, where Kx and Ky are determined by algorithm (e.g. in LeNet [99],
Kx and Ky are both 5).

dl+1 is computed as

dl+1[x, y, c] =

Cl−1∑

cl=0

Kx−1∑

kx=0

Ky−1∑

ky=0

Kl[kx, ky, cl, c]× dl[x+ kx, y + ky, cl]. (1)

To perform (1), in total (Xl+1×Yl+1×Cl+1×Cl×Kx×Ky) multiplications and (Xl+1×Yl+1×Cl+1×
(Cl ×Kx ×Ky − 1) additions are performed.

A pooling layer performs the subsampling. Taking average pooling as an example, a window of data
in l is averaged to get one data point in l + 1 as follows:

dl+1[x, y, c] =
1

KxKy

Kx−1∑

kx=0

Ky−1∑

ky=0

dl[Kxx+ kx,Kyy + ky , c]. (2)

This average pooling operation performs (Xl+1 × Yl+1 × Cl+1 × (Kx ×Ky − 1)) additions and (Xl+1 ×
Yl+1 ×Cl+1) multiplications. The multiplication could be implemented as shift operation if (Kx×Ky) is
the power of 2. Max pooling is another variance, where the maximum value among values in a window
in l is selected for l + 1.

In the inner product layer, the values in data tube of l and l+1 are considered as a vector (denoted as
dl and dl+1). If the previous layer is convolution or pooling, the size of dl is Xl × Yl ×Cl. If the previous
layer is also inner product, then the size of dl is the size of the output vector from l. dl+1 is an n × 1
vector, n is determined by the algorithm. Wl+1−l is a weight matrix of size (n×m), m is the size of dl.
b is a vector of bias.

The vector of l + 1 is computed as

dl+1 = Wl+1−ldl + b. (3)

This inner product operation performs (n× (m− 1)) additions and (n×m) multiplications.
Activation function is another important component. It is an element-wise operation and usually a

nonlinear function, such as sigmoid 1
1+e−x or rectified linear unit (ReLU) max(0, x).

3.2.2 Data forward and backward in a neural network

A neural network should be trained with a large amount of data and then deployed into the real-world
applications and perform inference tasks. Compared to training, the inference is simpler. Its goal is to
give input samples, such as an image, to the neural network, which will generate the prediction, e.g., the
type of object in the image. For the modern deep neural networks, the input data samples go through the
layers in sequence in forward direction. This is shown in Figure 9 and is often called forward propagation.
We can see that the input of layer l is the output of layer l − 1. The concrete computations in forward
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propagation are expressed as the two equations shown above. The goal for training is to generate the
weights with a data set. The computation is much more complex and intensive in a sense that it does not
only perform forward propagation but also backward propagation, which update the weights based on the
errors and newly observed data in the training set. A cost function is needed in training a neural network
since we need a way to measure how well can a neural network make the prediction by comparing the
network’s output with the standard labels. We use y and t to represent the output of a neural network
and the standard label respectively. An L2 norm loss function is defined as J(W, b) = 1

2 ||y − t||22 and
J(W, b) = −

∑
i,j 1(y

i = tj)logp(yi = tj) is the softmax loss function.

The error δ for each layer is defined as δl ,
∂J
∂bl

. If we use an L2 norm loss function, for the last (output)

layer L, the error is δL = f ′(uL) ◦ (y − t) where ◦ represents a Hadamard product, i.e., element-wise
multiplications. For other layers excluding the output layer, the error is δl = (Wl+1)R

Tδl+1 ◦ f ′(ul).
And with a ReLU activation function, the error can be rewritten as δl = (Wl+1)

Tδl+1 ◦ f
′(dl). So that

the backward partial derivative to W l is ∂J
∂Wl

= dl−1(δl)
T. And the backward partial derivative to bl

is ∂J
∂bl

= δl. The gradient descent method can be applied to generate the weight updates of the neural
network. Because the update of weights to a layer depends on the previous layer’s error and earlier
forward propagation, the training has more data dependencies and more time consuming. It is recently
reported that the training can even take more than half a month [100].

4 PIM and NDP architectures for graph processing

4.1 ReRAM-based graph processing accelerator

4.1.1 GraphR

GraphR [101] is the first architecture that leverages ReRAM crossbar to perform graph processing. As
discussed before, the graph computation can be naturally expressed as matrix operations, which can be
performed efficiently in ReRAM crossbar, but at the same time, performing computation on matrix view
also leads to storage and computation waste, e.g., multiplying by zero is always zero. The key insight to
reconcile the conflicting goals is the following. The size of the ReRAM crossbar is typically small, e.g.,
4×4. During graph processing, we can imagine that such a small square covers only a small portion of the
large matrix for the complete graph. If any element in this small square is non-zero, we will perform the
computation for all, but the waste is minimum due to the low computation cost. On the other side, if the
graph is highly sparse, then it is also likely that all elements inside the square are zeros, in this case, the
whole square can be skipped. Since the graph is stored in sparse format, we can apply graph reordering
based on the architecture parameters so that each such square covered by the ReRAM crossbars is filled
by sequentially accessing the edges (non-zeros) in the sparse graph data. With the high level insights,
next we explain the detailed mapping of graph processing procedure to ReRAM crossbars.
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The graph view of the vertex program is shown in Figure 10(a). Here, the processEdge function is
executed for V15, V7, V1 and V2, and the outputs are stored in the edges from each of these vertexes
to V4. When all incoming edges of V4 are processed, the reduce function is executed to generate V4’s
new property, which is applied to the vertex. For graph processing, the computation performed in
processEdge function is typically a multiplication that generates the updated property for each vertex.
To generate the final update, partial results are reduced by a multiply-accumulate (MAC) operation. In
this sense, executing the vertex program of each vertex is equivalent to performing a sparse matrix vector
multiplication (SpMV). The connection is shown in Figure 10(b).

Let A be the sparse adjacency matrix, and V.prop of all vertices is stored in a vector x. The vertex
program of all vertices covered by the crossbar can be computed in parallel in matrix view as ATx. This
explains why the waste of computation on zeros is not significant with the ReRAM, because the extra
computations do not lead to longer execution time. Therefore, a ReRAM crossbar is able to perform
matrix-vector multiplication efficiently, as shown in Figure 3(c). Since a vertex program is equivalent to
an SpMV, a ReRAM crossbar can accelerate the computation.

From Figure 10(b), we see that the sizes of the matrix and vector are |V | × |V | and |V |, respectively,
where V is the number of vertices in the subgraph. With a ReRAM CB of size |V | × |V |, the partial
update of each vertex can be computed in parallel (i.e., V.prop in Figure 4). Using such crossbars as the
building blocks, we can construct graph engines (GEs) composed of small CBs to process all subgraphs
in a whole graph. There are still two remaining questions: (1) what is the size of subgraphs that should
be processed together? (2) what is the order that all subgraphs should be processed?

The answer to the first question is intuitive, since it indicates a trade-off between the performance
and efficiency. With larger subgraphs, all edges inside it can be processed in parallel, but if there are
only a few edges, the wasted computation is high. In the extreme case, a subgraph is processed just
because there is one edge inside it. With smaller subgraphs, the wasted computation is less but the
performance is lower because all subgraphs should be processed sequentially following a certain order.
In the experiments, we find that the subgraph sizes of 4 or 8 × 8 works well, which maps nicely to the
realistic crossbar sizes. The second question is more subtle, and the GraphR design uses a column-major
stream-apply execution model to reduce the needed register to store the intermediate results. The insight
is that, we can divide the columns into several partitions, and we let the “square” in the matrix that is
covered by all GEs in the architecture move vertically through each column partition one by one. This
means that we first compute the final updates of a set of vertices before moving to another set. Compared
to the column-major order, this method can effectively reduce the needed registers to store the partial
accumulated updates.

Finally, we consider the mapping of algorithms to the ReRAM crossbars. GraphR can support two
types of algorithms that are mapped in different manner with different parallelism. The key distinction
is the type of computation performed by the processEdge function. For algorithms like Pagerank,
processEdge performs a multiplication, which can be mapped to each cell and achieve N ×N speedups.
For algorithms like SSSP, processEdge performs an addition and all vertices in the same column need
to be processed to generate the final reduced value. In this case, while we cannot achieve the parallelism
among rows, multiple columns can be processed in parallel. Thus, with a N ×N crossbar, the parallelism
achieved is N .

Figure 11 shows the architecture of one GraphR node. GraphR is a ReRAM-based memory module
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that performs efficient in-memory graph processing. It contains two key components: memory ReRAM
and GE. Memory ReRAM stores graph data in original compressed sparse representation. GEs perform
efficient matrix-vector multiplications on matrix representation. The execution first loads the edges
from memory ReRAM with sequential read, thanks to the pre-processing step based on architectural
parameters, e.g., the number of GEs contained in the node, and the size of the crossbar. Then the
computation is performed in matrix form by the GEs. Intuitively, the sparse data for each subgraph
must be “decompressed” into a small matrix for computation. A GE contains a number of ReRAM CBs,
drivers (DRVs), sample and hold (S/H) components placed in mesh, and they are connected with analog
to digital converter (ADC), shift and add units (S/A) and simple algorithmic and logic units (sALU).
The input and output registers (RegI/RegO) are used to cache data flow.

4.1.2 GraphSAR

With high sparsity, even with small crossbars, GraphR still leads to considerable ineffectual computations.
This is particularly a challenge for the real-world graphs that often have the skewed degree distribution.
To address this problem, GraphSAR [102] is proposed based on the insights that the sparsity can be
adjusted with graph reordering. Still considering the matrix view of a graph, if an update of a vertex is
computed using all non-zeros in a column, it is possible to “move” the non-zeros close to each other so
that the subgraphs covered by the GEs become denser, thereby reducing the computation waste.

GraphSAR uses a random-wordline-regular-bitline (RdWRgB) vertex mapping to guide the design of
ReRAM based graph analytics accelerators. The Spara architecture is a new ReRAM-based accelerator for
sparse graph analytics applications. It maximizes the workload density of ReRAM crossbars dynamically.
The paper proposed an effective and fast preprocessing method to generate a CSR representation that
fits the RdWRgB scheme. This representation enables quick access to the active data.

4.2 HMC/HBM-based graph processing accelerator

4.2.1 Tesseract

Tesseract [47] is a HMC-based graph processing accelerator with HMCs. The graph is partitioned among
all the HMCs and the in-order cores embedded in each cube process the local subgraphs in parallel.
During the execution, remote data may be accessed depending on the partition, which incurs the inter-
cube communication. Tesseract is based on the vertex program model, providing low-level primitives to
express the graph algorithms. For each vertex, the runtime system iterates over all its edges/neighbors
and executes a put function for each of them. The signature of this put function is put(id, void* func,

void* arg, size t arg size, void* prefethch addr). The semantics is the following. A function
call func with argument arg is executed on the id-th cube. The execution can be one of the two cases:
(1) a remote function call if the destination vertex is assigned to a different cube from source vertex;
or otherwise (2) a local function call that only uses the data of the local subgraph. At the end of each
iteration, a barrier ensures that all operations in the current iteration are performed before the start of
the next iteration.

For clarity, Figure 12(a) shows the source of inter-cube communication in an adjacency matrix view.
The rows and columns correspond to the vertices, if an edge between two vertices intersection of the row
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Figure 12 (Color online) Tesseract’s access patterns. (a) Inter-cube communications; (b) intra-cube accesses.

and column contains a non-zero value, denoted by a dot. In this example, the vertices are partitioned
among four cubes—each cube is assigned with a set of rows. The circled dot represents an edge from
a vertex in cube 0 to a vertex in cube 2: (vi → vj). During execution, if the value of the vertex in
cube 0 is updated, it will be propagated to the vertex in cube 2, resulting in an inter-cube message from
cube 0 to cube 2. The communication pattern and amount among the cubes is determined by the graph
structure. While intuitive, the execution will likely lead to the small and irregular inter-cube messages
that affect the performance in two ways. First, since the time of message arrival is not predictable (a
function of the graph data), the destination cube is interrupted to process the received messages. Even
if such messages can be processed in batch (indicated as the square in Figure 12(a)), the benefit is
not guaranteed. Second, Tesseract introduce one inter-cube message for each cross-cube edge after the
partition, leading to excessive communication between cubes. We will explain that it can be reduced
drastically.

A more subtle implication of the irregular communication between cubes is that it can affect the load
balancing and hardware utilization. As discussed before, the communication depends on the graph data,
and thus nothing prevents the pathological scenario when multiple messages are sent to the same cube
from different senders. In this case, the receiver cube’s message queue may become full, which will prevent
receiving further messages. In essence, it generates the “feedbacks” through the interconnection to prevent
senders from generating more messages. At this point, we can imagine that some cubes are busy with
processing the received messages and cannot catch up with processing its own subgraph, while other cubes
may be idle and waiting for the finish of the current iteration. Finally, from the hardware and energy
consumption perspective, the dynamic communication pattern leads to excessive energy consumption of
inter-cube links because it prevents the energy saving optimizations. To be specific, to save energy, each
inter-cube link can be set to a low-power state (e.g., the Power-Down mode in HMC [45]). However, it
is only feasible when the time of receiving message is known. In another word, such optimization is not
possible when a message can go through the link at any time.

Finally, let us consider the data access inside a cube. Figure 12 shows an example of the intra-cube
data movement. When an edge is processed, if its destination is assigned to the local cube, local applying
is performed. In this case, a random write is incurred, which will interfere with the vertex and edge array
accesses with good locality. Specifically, accesses to vertex array (①) and edge array (②) are sequential
reads. However, the accesses to compute array for the destination vertices are random (③). This problem
also exists in the conventional architecture when executing the vertex programs. The key question is
that, if we had a chance to modify the hardware, is it possible to eliminate such interference? Similarly,
the remote function call initiated by a remote cube will also introduce random accesses.

4.2.2 Reducing data movement

Earlier we mention that the inter-cube communication in Tesseract is excessive. Here we try to under-
stand the problem better by considering the graph partition of Tesseract in a matrix view. Considering
Figure 13(a), in Tesseract, each cube is assigned with a set of vertices based on the vertex-centric par-
tition, and this corresponds to a set of rows. The edges, which are the non-zero elements in the matrix,
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Figure 13 (Color online) (a) Graph partition for vertex program, (b) source-cut in matrix view and (c) source-cut in graph view.

are denoted as black dots. Such partition cuts the matrix into grids, each of which contains the set of
edges from vertices assigned to cube i to vertices assigned to cube j. It is similar to the concept in
GridGraph [103]. With N cubes, the whole matrix is divided into N2 grids. Among them, the grids
on the diagonal contain the local edges, whose source and destination vertex are assigned to the same
cube. In Tesseract, each non-local edge incurs a cross-cube communication. If we consider the region in
the matrix that can potentially generate such inter-cube communication, they are the gray grids except
for the diagonal ones. Assuming that edges distribute in the graph uniformly, the amount of cross-cube

communication in one iteration is O(N(N − 1) |E|
N2 ) = O( (N−1)

N
|E|).

To reduce communication, Zhang et al. [104] proposed a new graph partition strategy named source-
cut and the GraphP architecture. According to this method, if a vertex (e.g., vj) is assigned to a cube
(e.g., cube 1), all the incoming edges of vj are also assigned to the same cube, as shown in Figure 13(b).
Different from Tesseract, the matrix is cut vertically: each cube is assigned with a set of columns, instead
of rows. To propagate the value of the source vertex through an edge to the destination, a replica (denoted
as red dot) is generated if a cube only contains the edge and its destination vertex. The masters (denoted
as black dot) are the vertices in a cube that serve as the destination. With this data partition policy,
the column of vj corresponds to vj ’s all incoming edges and neighbors, and therefore, vj ’s update can be
computed locally. The sources of edges in a column can be masters (black dot) or replicas (red dot).

Interestingly, the amount of inter-cube communication can be reduced with the source-cut graph
partition method. The key reason is that, in source-cue, the communication is incurred when the replica
synchronization is performed. Specifically, the values of all replicas in other cubes are updated with the
new value of the master vertex. In the matrix view, it means that each master vertex in the diagonal
grids updates its replicas in other cubes in the same row. In Figure 13(b), consider the master vertex vi in
cube 0. With source-cut, cube 0 sends vi’s value to both cube 1 and cube 3, but not cube 2, since cube 2
does not have any edge from vi. In such replica synchronization, only one message is sent from cube 0
to cube 1, even if there are three edges from vi to different vertices in cube 1. In essence, the reason for
the reduced communication is: the source-cut requires one update per replica while the graph partition
based on edge cut (used in Tesseract) would incur one put per cross-cube edge, shown in Figure 13(c).

GraphP is an important HMC-based accelerator design with new data partition and programming
model. While the ideas seem to be intuitive, the design identifies data movement as performance bot-
tleneck in HMC-based architectures. It is especially serious to graph processing and other irregular
applications with random data access and high memory bandwidth requirement. GraphP is the first de-
sign that takes the data partition as first-order design consideration. The results show that the amount
of communication can be reduced without sacrificing the programmability. There is another line of de-
sign principle in other graph accelerators [105] that aims for best performance and considers computer
architecture first. The consequence is that changes in programming interface are nontrivial: the design
contains architecture specific optimization and asks the programmers to modify the existing code heavily
to be efficient.

4.2.3 Enabling regular data movement

Zhuo et al. [106] proposed GraphQ, the first multi-node HMC-based graph processing architecture built
on Tesseract. The key insights are shown in Figure 14 with the adjacency matrix. First, GraphQ executes
the reduce function in the source cube. Specifically, the source cube locally performs the reduction and
generates the update for each destination vertex from the source vertices of edges in the same column.
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It avoids sending the function and parameters to a remote cube for each edge. Second, we generate
all messages for the same remote cube together, so that they can be batched in a batched message.
To support this, the whole graph is partitioned into blocks, each of which contains the edges that will
contribute to the batched message between a pair of cubes. For example, the third block in the first row
will generate a batched message from cube 0 to cube 2.

The batched communication enables the new optimization to support the overlap of communication
and computation. The insight is illustrated in Figure 15. We use the (cube id, block id) pair to indicate
the source and destination of the batched messages. The order of batched messages is determined by
the order of blocks in each cube, which is indicated from left to right. This execution model is called as
rounded execution, because each iteration is separated into M rounds, and M is equal to the number of
cubes. Thus an iteration contains four rounds with four cubes. The key advantage is that, each cube
only generates one batched message for one remote cube at the end of a round.

To overcome inter-node communication bottleneck shown in Figure 16(a), GraphQ adopts a bandwidth-
aware hybrid execution model, which performs potentially useful computation during idle time. Fig-
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ure 16(b) demonstrates the idea with a concrete example. After each node finishes the execution of an
iteration and while it is waiting for the batched message from a remote cube, it can simply run more
iterations based on local subgraph. In this fashion, the idle time in each cube is not wasted because the
computation can be performed opportunistically. We call a normal iteration a global iteration, which
contains a number of local iterations. Within a global iteration, after receiving the most recent remote
updates, the cube performs the first local iteration. During waiting, it performs the local iterations
using locally available subgraph data. Thus, each node essentially executes multiple local iterations
“asynchronously” within the cube before a global synchronization.

To implement the batched and overlapped inter-cube communication, GraphQ defines a set of low level
primitives for synchronization (e.g., non-blocking inter-cube and inter-node communication) and buffer
management. The paper also studies the memory overhead due to the send buffer for batched messages
and understands its trade-off between performance overhead of processing received small messages.

5 PIM and NDP architectures for machine learning acceleration

5.1 ReRAM-based machine learning accelerator

5.1.1 Accelerator for inference

Given that the computation kernel in DNNs can be naturally expressed as matrix-vector multiplication,
several ReRAM-based architectures have been developed for machine learning inference acceleration.

PRIME [76] is one of the first architectures for efficient neural network computation built upon ReRAM
crossbar arrays. The design focuses on how to map the neural network computation from the software
program down to hardware. The architecture leverages a portion of memory arrays besides normal
memory to enable in-memory neural network inference acceleration. It is the first holistic solution with
a software interface, and detailed architecture and circuit organization to allow the ReRAM arrays to
be dynamically reconfigured between memory and accelerators. The architecture precisely leverages the
advantage of ReRAM’s compute capability: the same ReRAM memory can store the model weights and
perform matrix-vector multiplication as the kernel for DNNs during inference. The execution does not
move any data for the weights, significantly reduce the data movements. An inherit limitation of using
ReRAM crossbar for computation is the precision, i.e., the number of bits supported. PRIME’s results
demonstrate that the inference task is quite resilient for the lower precision. For a number of large
multilayer perceptrons (MLPs) and CNNs, the state-of-the-art performance can be achieved on varieties
of deep learning applications. The energy saving of PRIME is significant, which attributes to both the
efficient and low-cost computation using ReRAM and the reduction of data movement. The PRIME
architecture can work in a stand-alone fashion without the involvement of another dedicated processor.
Therefore, the hardware area overhead is also minimum. In terms of manufacturing in practice, the
design also incurs very low cost. Compared to HMC/HBM-like structures, the architecture mostly deals
with the memory system design and does not require sophisticated implementation considerations when
integrating compute logic in 3D stacking.

In particular, the PRIME architecture is important because it provides a clear flow of how to map DNNs
models described by programs to hardware and execute on the ReRAM crossbar. The whole procedure
is composed of three steps: (1) expressing the models and controlling the hardware configuration with a
programming interface, (2) compilation and optimization, and (3) hardware execution. PRIME provides
the convenient application programming interface (APIs) to allow programmers to (1) specify how to
map the DNNs to ReRAM subarrays, (2) write the model weights into mats, (3) set up the data paths
of the ReRAM subarrays, (4) initiate execution, and (5) collect the inference results. It assumes that
the models are pre-trained and can be used as the input for certain APIs. In the second compilation and
optimization step, the DNNs are mapped to the ReRAM subarrays based on the user specification with
certain optimizations for input data allocation. This step produces the specification for weights mapping,
data path configuration, and execution instructions to manage data and control flow. The execution step
performs the inference based on such a specification. The PRIME controller writes the weights to the
dedicated and known addresses in the subarrays, then configures the peripheral circuits accordingly, and
finally, orchestrates the data movements into or out of subarrays at execution time.

The compilation and optimization step is important for achieving high performance, which contains
both DNN mapping and data placement. For DNN mapping, different strategies are applied based on the
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scale of networks. The small-scale DNNs are replicated to the independent portions of the mat to maxi-
mize the performance gain. This strategy can be applied to both fully-connected and convolution layers.
The medium-scale DNNs are split into smaller ones, similar to graph partition. After the computation,
the results are simply merged. Note that there is extra computation to generate the merged results. The
large-scale DNNs may use multiple banks, the optimization focuses on streamlining the data movements
among each other so that the execution can be performed in a pipelined fashion with high throughput.
To achieve bank-level parallelism and data placement, for small or medium networks, when they can fit
into one bank, the subarrays in all the banks are configured in the same way and run in parallel.

ISAAC [75] is another ReRAM-based DNN inference accelerator that was proposed concurrently with
PRIME. While PRIME mainly focuses on providing a complete software and hardware solution, ISACC
adopts a more sophisticated pipelined design to improve the throughput. The main idea is to divide a
layer into small tiles and establish data flow between two consecutive layers at the tile level. It means
that the next layer can start the computation based on the partial results of the previous, without waiting
for the whole outcome. In some senses, it fuses the execution of multiple layers. The results show that
the deep pipeline can indeed achieve considerable performance gains. Specifically, a large amount of
input data (either the input of the previous layer or input to the network) can be fed into the pipeline
continuously. After the initial cycles to fill the pipeline, the outputs can be produced each cycle. Note
that this design may not be suitable for the training phase, because the weights are updated at the end
of a batch. Thus, the inputs of the next batch can be only processed based on the updated weights. In
another word, it is unlikely to achieve a large amount of consecutive input data to establish the pipeline.

Another drawback of ISSAC is due to the potential pipeline bubble that causes execution stall. We
elaborate on the issue using an example. Consider a hypothetical network in which all kernels have size
2× 2× 1. One point p in layer l5 will depend on 4, 16, 64, 256 points in layer l4, l3, l2 and l1. It means
that the computation to produce p is stalled when any of the 340 (= 4+16+ 64+ 256) points is delayed.
Moreover, certain computations can depend on the value of p, and they will be also stalled. Obviously,
such data dependencies are complex in the training phase due to the non-linear structure of the modern
DNNs. For example, layer l may not only depend on layer l − 1, but also from earlier layers. The issue
of the pipeline bubble is acknowledged in [75]. As discussed above, this also explains why ISAAC is not
designed for training.

Later, an improved design of ISSAC, Newton [107], was proposed to address two hardware implementa-
tion issues. First, the ADCs consume high hardware power and area budget. Second, the original design
partitions the hardware resources for the worst case. To solve the two problems, Newton introduces
multiple new ideas for different levels of the tile hierarchy. A key factor determining the ADC hardware
cost is precision. Thus, the design adopts the precision based on the computations’ requirements. As long
as reducing precision does not degrade accuracy, ADC precision can be adjusted to a lower level to save
energy. On the other side, the hardware overhead is also reduced by a more friendly divide-and-conquer
numeric algorithms.

A key consideration of the ReRAM-based DNN accelerator is that although the weights stored in
ReRAM crossbar cells can be either positive or negative, the in-situ computation assumes all cells on
each crossbar column hold the values with the same sign, i.e., all positive or all negative. The existing
designs use two approaches to tackle the problem. PRIME uses two ReRAM crossbars to hold the positive
magnitude and negative magnitude of weights separately, doubling the ReRAM portion of hardware cost.
It is also used several other designs [108–111]. In contrast, ISAAC [75] adds an offset to weights so that all
values become positive. While keeping the number of crossbars the same, the latter approach introduces
additional hardware costs for the peripheral circuits by adding extra offset circuits.

In ReRAM, the computations are conducted on multi-level cell (MLC) that have limited precision.
The implication is that, in general, the ReRAM-based accelerator is vulnerable to noises. While it can
be mitigated by hardware supports, a natural solution is to adopt the binarized neural network (BNN).
Inherently, it is a hardware-friendly model that can dramatically reduce the computation and storage
overheads while at the same time being quite vulnerable to noises. However, directly applying this
idea to ReRAM faces obstacles. It is because, XNOR, the key operation in BNNs, cannot be directly
computed in ReRAM due to its nonlinear behavior. To enable efficient processing of BNNs in ReRAM,
Song et al. [112] modified the BNN algorithm to enable direct computation of XNOR, POPCOUNT and
POOL based on ReRAM cells. The complementary resistive cell (CRC) design is proposed to efficiently
conduct XNOR operations and optimize the pipeline design with decoupled buffer and computation
stages. XNORBIN [113] developed a BNN accelerator that exploits data reuse opportunities and the
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Figure 17 (Color online) PipeLayer for training. (a) Forward; (b) backward.

parallelism among primitive operations. Conti et al. [114] proposed an XNOR-based binarized neural
network computing engine that optimizes the data path for XNOR-and-popcount operations. Jafari et
al. [115] proposed an accelerator cluster architecture to support large models. Recently, Andri et al. [116]
designed a highly energy-efficient BNN accelerator that achieves several hundreds of TOPS/W efficiency.

5.1.2 Accelerator for training

PipeLayer [77] is the first architecture that supports both DNN inference and training. The supporting
training phase is more complex and challenging because it involves weight updates and complex data
dependencies. For inference tasks, a ReRAM-based accelerator can directly compute the weights obtained
after training, thereby only need to write ReRAM once before the execution. It is challenging to achieve
high throughput for DNNs with a large number of layers, and PipeLayer adopts a novel and coarser
grained pipelined architecture. Different from ISACC [75], the pipeline is established between layers,
rather than the small tiles inside layers. We have analyzed that the ISACC design will actually negatively
affect performance in training. With the pipeline in PipeLayer, the data can be continuously accepted
by the accelerated and get processed in consecutive cycles. Based on the pipeline, the design explores
different data input and kernel mapping schemes to achieve the balance between hardware cost and data
processing parallelism. PipeLayer also makes an effort to reduce the overhead of ADCs and DACs by
replacing the voltage-level based scheme for data input by a spike-based scheme. This technique can be
also applied to accelerators for inference. For the spike-based scheme, more cycles are required to inject
data, but the impact on performance is offset by the pipelined architecture among multiple layers. Note
that ISSAC [75] also uses the spike-based inputs, which can also avoid DACs. The difference is that, the
ADCs of integration and fire component are also eliminated in PipeLayer.

Similar to PRIME, the PipeLayer architecture has two regions of the ReRAM-based main memory:
morphable subarrays (Morp) and memory subarrays (Mem). The PipeLayer configuration to execute the
training task of a 3-layer CNN is shown in Figure 17. A layer of morphable subarrays is represented by
the rectangles. The memory subarrays that store the intermediate results transferred between morphable
subarrays for different layers are indicated as circles. We can observe the data dependencies between
forward and backward propagation. Starting from forward computation, the initial cycle is T0, in cycle
T1, the input (d0) enters A1 (morphable subarrays), which perform the matrix-vector multiplication. The
results are written to a memory subarray, d1 at the end of T1. The system state between two consecutive
cycles is indicated by the red dashed lines. The data dependencies are marked by the solid lines between
rectangles (morphable subarrays) and circles (memory subarrays).

Before the backward computation starting at T4, the results of forward computation are stored in d3.
The errors (δl) (l is the layer) and partial derivatives to b and W (∇bl and ∇Wl) are produced by the
backward computations. The error for the last (third) layer (δ3) is computed in T4 at the first step. It
is stored in the memory subarrays and will be used as the input of the next cycle’s computation. In
T5, two computations can be performed in parallel: (1) the partial derivatives (∇W3) are generated by
previous results in d2 and δ3; (2) the errors (δ2) of the second layer are computed from δ3. Both of them
depend on δ3 computed in T4. ∇W3 is stored in memory subarrays. They are used to update weights
in A3 and A32 later. Finally, T7 computes the partial derivatives for the first layer (∇W1), which are
stored in memory subarrays. In training, batch size (B) indicates the number of data samples processed
together before a weight update. If B = 1, ∇W1, ∇W2 and ∇W3 are used to update the weights in A1,
A2, A3 and A22, A32. If B > 1, ∇W1, ∇W2 and ∇W3 are stored in the buffers, and later the average of
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all partial derivatives is computed accordingly.
The large models can be partitioned to fit into the ReRAM array size. In PipeLayer, the 1152× 256

matrix is decomposed to a group of 18 (=9 × 2) matrices and each of them is mapped to a 128 × 128
ReRAM array. It is shown in the right part of Figure 18. The right results can be obtained by horizontally
collecting array outputs and vertically summing them. To systematically capture the design space, the
authors define a metric called parallelism granularity (G) to represent the number of duplicated copies
of ReRAM arrays that store the same weights. If G = 1, the design is the same as the naive scheme. If
G = 12544, the results of a layer can be produced in just one cycle but the hardware cost is prohibitive.
Thus, the notion of parallelism granularity allows the designer to trade-off between the hardware resource
of ReRAM array and performance. A good trade-off requires a carefully chosen G. Figure 18 shows an
example with G = 256.

The training phase processes the input data in batchs. For the inputs of the same batch, they are all
trained based on the weights at the start of the batch. In another word, the inputs in the same batch
cannot observe the weight changes by each other. The weight updates are kept and only applied to at
the end of a batch. It means that there is no dependency among data inputs of the same batch. The
reason that PipeLayer can achieve performance gain is that the batch size is typically much larger than
1. Without such assumption, each input needs to be processed sequentially. Figure 19 illustrates an
example of the pipelined execution.

5.2 HMC/HBM-based machine learning accelerator

Neurocube [117] is the first programmable and scalable machine learning accelerator based on 3D high-
density memory such as HMC. The efficient neural computation supports are implemented in HMC’s
logic die. The architecture is composed of a cluster of processing engines, which are connected by a
2D mesh network. The major performance gain is achieved because the processing engines can access
multiple vaults in parallel.
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Figure 20 shows the flow of how a DNN layer is mapped to the different components of Neurocube
architecture. The weights of the network layer are stored in the DRAM stack. The architecture sets
up the address of the weights in different layers before execution. This address information, together
with the network structures, determines the data movement patterns. With both known, the hardware
can optimize the data movement paths between the DRAM layers and the logic layer to perform neural
computation. Specifically, the data movement paths are compiled into the state machine descriptions
that drive the programmable neurosequence generators (PNGs), which are integrated with the vault
controllers. To start the execution, the host loads the state machine to stream data to the compute layer.
Then the operations are performed in a data-driven manner.

Figure 21 shows the major components of the Neurocube architecture. They are implemented in
the logic die of an HMC. With high-bandwidth TSVs, multiple processing elements can communicate
concurrently with multiple DRAM vaults. The host communicates with the Neurocube through external
links of the HMC to control the execution of specific neural network structures. The information provided
includes the dimension of layers, the number of layers, and types of layers. Overall, the Neurocube
architecture is composed of a global controller, PNG for DRAM, routers for a 2D-mesh network on chip,
and processing elements.

The processing engines are interconnected by a 2D mesh network as shown in Figure 22. Figure 22(c)
illustrates a block diagram of a router. Each processing engine is connected to a single router, which has
six input and output channels (four for neighboring routers and two for PE and memory). The router is
wormhole switched and uses the credit-based flow control. It maintains a packet buffer with 16 entries
for both input and output channels. The deterministic X-Y routing is implemented with a routing table.
To arbitrate among the inputs requesting the same outputs, a rotating daisy chain priority scheme is
used, where the priority is updated every cycle. Based on the results, the network-on-chip (NoC) has
an important impact on the performance. It is especially the case for the layer with dense connections.
However, there is no significant throughput degradation from the locally connected layer to the fully
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connected layer. It is because the lateral traffic is not injected into the NoC.

6 Research directions

In this section, we discuss several potential future research directions based on the understanding of the
state-of-the-art architectures.

Applying the techniques in distributed graph processing. While at a different level, PIM
architecture shares a common abstraction with distributed graph processing: graph processing can be
performed with multiple nodes connected by certain communication links, while each node has its own
local memory and computation capability. For distributed graph processing, each node corresponds to
a machine with multi-cores and the memory hierarchy. In high performance clusters, the machines are
connected by remote direct memory access (RDMA) network. The latency and bandwidth of accessing
local memory are far cheaper than accessing remote memory in another machine. For PIM architectures
such as HMC, each node is a memory cube, which contains stacks of HBM and computation logic. The
memory cubes are connected by SerDes links, with 120 GB/s per link, and each cube can support up to
4 links. Although the total external bandwidth between memory cubes is higher than internal bandwidth,
recent studies [47, 104, 106] have shown that the remote communication is still the bottleneck. We can
apply ideas in the distributed graph processing such as [118] to further reduce the communication amount
and improve performance.

Accelerator for graph neural network (GNN). GNNs reduce the dimensionality of the feature
representations of graph data by aggregating the features of connected nodes and transforming them us-
ing shared machine learning layers. Graph convolutional neural network characteristics are significantly
different from conventional DNNs such as CNNs and RNNs. GNNs explore random memory accesses and
irregular or unstructured computations due to graph traversal during the aggregation phase, and sequen-
tial and structured computations during the transformation phase. As a result, the inference operation
incurs hybrid compute and memory access patterns. Adopting GNNs into crossbar architectures is diffi-
cult. The existing ReRAM-based DNN and graph processing accelerator architectures can be potentially
leveraged to accelerate the combination and aggregation kernels, but applying them simultaneously into
GNNs as a unified architecture remains challenging. The ReRAM-based DNN accelerators map weight
parameters of all layers into crossbars. However, features in a layer for GNNs are operated not only on
weight parameters but also on sparse graph data. This makes conventional DNN accelerator architectures
no longer suitable. Moreover, the graph sparsity leads to low efficiency of hardware. GNNs often have
100× to 1000× vertex dimensions than traditional graph algorithms. Aggregating such a multi-dimension
vertex will further exaggerate the ineffective computation due to the crossbar sparsity.

From graph computation to graph mining. Different from the traditional iterative graph compu-
tation(e.g.,PageRank, BFS, SSSP)with simple computations, graph mining applications are computation-
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intensive [119–124]. The goal of graph mining is to find all embeddings that match specific patterns. The
tasks are more challenging since the number of embeddings could be large. For example, in WikiVote, a
small graph with merely 7k vertices, the number of vertex-induced 5-chain embeddings can reach 71 bil-
lion. In a state-of-the-art graph mining algorithm [121], the frequent intersection operations between
two edge lists for constructing patterns pose a key challenge. We find that the execution time for the
intersection operations is substantial in mining several representative graph patterns. Thus, to accelerate
graph mining, efficient execution of intersection operation using PIM is an interesting and open problem.

Algorithm and hardware co-design. As discussed before, the ReRAM-based DNN accelerators
need to store both positive and negative weights. The solutions in the current designs—using two crossbars
(PRIME) or adding offsets (ISSAC)—are both not ideal. Alternatively, it may be possible to enforce
exactly what is assumed in the in-situ computation—ensuring the pattern that all weights in the same
column of a crossbar have the same sign. This approach takes the opportunity of algorithm and hardware
co-design, and is motivated by the capability of the powerful alternating direction method of multipliers
(ADMM) regularized optimization [125], which is exactly able to enforce patterns in DNN training while
maintaining high accuracy. Based on this idea, we can train a DNN model using ADMM with our novel
constraints such that the weights mapped to the same crossbar columns are all positive or negative.
In general, the ADMM-based structured training has been shown as a powerful tool to enforce various
structures with different benefits either in hardware [126] or compiler level [127].

Principled architecture design considering both communication and computation. To de-
sign efficient architecture for training, the fundamental problem is how to use multiple nodes (e.g., HMC)
to achieve high throughput in processing a large amount of training data. Different from inference,
each accelerator is normally abstracted as a “black box” with certain computing capability. In this sce-
nario, the communication between accelerators becomes a key problem. Specifically, we need to consider
the sophisticated interactions between model architecture (layer types and how layers are connected),
parallelism configuration (data or model or hybrid parallelism), and architecture (computation, commu-
nication, and synchronization cost). With different parallelism configurations, the communication can
happen at different phases (forward, backward, and gradient) with data transfer amount determined
by layer structure. The crux of the problem is exhaustively enumerating all possible partitions of the
tensors involved in the three phases. This is why a principled approach is required. The recent studies
HyPar [128] and AccPar [129] advanced state-of-the-art using a systematic approach with a solid math-
ematical foundation. It is interesting to consider the problem in the context of HMC/HBM with their
unique hardware and communication constraints.

Beyond graph processing and machine learning. While significant research efforts have been
devoted to the ReRAM-based graph processing and machine learning acceleration, there are other impor-
tant domains that have not been thoroughly investigated. For example, it is important to accelerate the
scientific computing problems that model a complex system with partial differential equations (PDEs)
to understand the natural phenomena in science [130, 131], or the design and decision-making of engi-
neered systems [132,133]. Most problems in continuous mathematics modeled by PDEs cannot be solved
directly. In practice, the PDEs are converted to a linear system Ax = b, and then solved through an iter-
ative solver that ultimately converges to a numerical solution [134,135]. To obtain an acceptable answer
where the residual is less than a desired threshold, intensive computing power [136, 137] is required to
perform the floating-point SpMV—the key computation kernel. Performing floating-point computation
on ReRAM leads to much higher hardware cost and execution time than fixed-point due to the greater
value range. To make it practical, the current solution truncates the higher bits in the exponent, e.g.,
using the low 6 bits or module 64 of the exponent to represent each original value. This ad-hoc solu-
tion does not ensure convergence of iterative computation due to the inaccurate exponent values, while
unnecessarily paying the hardware and execution time cost for the full precision of fractions. Thus, a
promising research direction is to investigate the efficient floating-point computation based on the nature
of applications using ReRAM.

7 Conclusion

As we approach the end of Moore’s law and Dennard scaling, it is important to explore the potential of
new memory technologies to improve the performance of key applications. One of the main challenges
for the domain-specific architecture is the high cost of data movement. To reduce the data movement
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and computing cost, this paper surveys domain-specific architectures built from two emerging memory
technologies. HMC and HBM can reduce data movement between memory and computation by placing
computing logic inside memory dies. On the other hand, the emerging non-volatile memory, metal-
oxide ReRAM has been considered as a promising candidate for future memory architecture due to
its high density, fast read access and low leakage power. The key feature is ReRAM’s capability to
perform the inherently parallel in-situ matrix-vector multiplication in the analog domain. We focus on
the domain-specific architectures for two important applications—graph processing and machine learning
acceleration. Based on the understanding of the recent architectures and our research experience, we also
discuss several potential research directions.
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