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Abstract In this paper, we have formulated quantum beetle antennae search (QBAS), a meta-heuristic

optimization algorithm, and a variant of beetle antennae search (BAS). We apply it to portfolio selection,

a well-known finance problem. Quantum computing is gaining immense popularity among the scientific

community as it outsmarts the conventional computing in efficiency and speed. All the traditional computing

algorithms are not directly compatible with quantum computers, for that we need to formulate their variants

using the principles of quantum mechanics. In the portfolio optimization problem, we need to find the set

of optimal stock such that it minimizes the risk factor and maximizes the mean-return of the portfolio. To

the best of our knowledge, no quantum meta-heuristic algorithm has been applied to address this problem

yet. We apply QBAS on real-world stock market data and compare the results with other meta-heuristic

optimization algorithms. The results obtained show that the QBAS outperforms swarm algorithms such as

the particle swarm optimization (PSO) and the genetic algorithm (GA).
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1 Introduction

In finance terms, a portfolio is a collection of all stocks or assets held by public or private institutes. The
portfolio selection problem refers to the optimal distribution of budget on the available stocks such that
the expected mean-return is maximized (profit), and the risk is minimized. The factor in measuring risk
is the variance of the portfolio return; smaller the variance lower will be the risk. A few decades ago, this
approach was introduced by Markowitz [1].

Modern portfolio theory (MPT) proposed by Markowitz revolutionized the idea of the optimal dis-
tribution of budget on available stocks. However, it does not consider the real-world challenges, i.e.,
cardinality constraints, lower and upper bounds, substantial stock size, class constraint, round-lots con-
straint, computational power and time, pre-assignment constraint, and local-minima avoidance. The
classical methods applied to solve the portfolio selection problem are prone to these real-world limita-
tions [2,3]. With the advent of meta-heuristic techniques, researchers were able to cater to these problems
more efficiently and conveniently.

The portfolio selection is an NP-hard problem, and a meta-heuristic approach is a good alternative
to solve it. Some outstanding work has been done using meta-heuristic algorithms [4–8], which includes
the genetic algorithm (GA) [9], particle swarm optimization (PSO) [4, 5, 10, 11], and ant-colony opti-
mization [12]. Some hybrid techniques, which include quadratic programming and local minima search,
are also employed [13]. The obtained results show that novel methods outsmart the prior techniques in
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efficiency and accuracy. The Pareto ant colony algorithm [6,14] is also devised to solve the portfolio selec-
tion problem. A comparison with other meta-heuristic algorithms based on computational experiments
with random instances is made. The integrated version of a neural network (NN) with particle swarm
optimization [15, 16] gives better forecasting of the portfolio management than the classical economet-
ric methods of generalized autoregressive conditional heteroskedasticity (GARCH) estimator or ordinary
least square. To integrate real-world uncertainties, some researcher has combined the portfolio selection
problem with fuzzy analytic hierarchy process (AHP) [17, 18]. A genetic algorithm is used to develop
the tracking portfolio with minimum error [19]; i.e., hybrid techniques to solve cardinality constraint in
portfolio optimization include the combination of a genetic algorithm with quadratic programming [20].
The genetic algorithm identifies the assets, and quadratic programming assigns weights to the assets in
the portfolio. Unlike the classical techniques, which include sub-frontier with different assets that violate
cardinality constraint, Ref. [20] substitutes it with similarity measure to optimize constraint frontier.
Likewise, another novel technique [21] deals with cardinality constraint. Conventional methods treat
cardinality constraint separately from the mean-variance frontier, whereas Ref. [21] proposed a similarity
measure approach. It compares cardinality constraint with mean-variance; as the constraint approaches
mean-variance frontier, the decision making becomes more effective. Another genetic-based technique
integrated with nonlinear integer programming (NIP) has solved the portfolio optimization problem [22].
Furthermore, Ref. [23] provides a computational comparison between GA and tabu search (TS), i.e.,
meta-heuristic algorithms, while solving the portfolio selection problem. The results show that both
algorithms are capable of solving small stocks, but in computational efficiency, TS outperforms GA in
both artificial and real stock data.

However, all the techniques from classical to modern have limitations. Some are computationally
exhaustive and time-consuming, some are prone to local minima like neural networks [24–26], and some
take more time to converge to an optimal solution if data are astronomical or changed. With the advent of
quantum computing, quantum algorithms also kicked in to solve the portfolio selection problem. Reverse
quantum annealing approach is used to generate parametrized samples of an optimization problem that
is relatable to the quadratic binary approach [27–29]. Likewise, the quantum annealer D-Wave system
was also used to solve this problem [30–32].

The age of quantum computing (QC) started a decade ago, and so far, researchers have revealed small
yet useful applications of it, which signifies its importance in problem-solving [33]. Instead of working
on a digital level of 0 and 1, it operates on a quantum level or qubit [34]. There is a whole spectrum of
possibilities between 0 and 1. The cornerstone of quantum computing lies in the principle of quantum
mechanics and deals with the object on a quantum level with superposition states like qubit [35]. It can
process a large number of quantum data simultaneously in parallel and can solve problems in seconds
that state-of-the-art supercomputer will take years to solve. This novel technology has introduced a new
paradigm that integrates quantum computing with the optimization algorithm. Recently many quan-
tum meta-heuristic algorithms have surfaced to solve some critical real-world problems. Now, the same
traditional evolutionary algorithms are more accurate and efficient. The known quantum meta-heuristic
algorithms include quantum inspired cuckoo search algorithm [36], quantum particle swarm optimiza-
tion (QPSO) [37–39], quantum ant colony optimization [40], quantum-inspired acromyrmex evolutionary
algorithm [41], and quantum genetic algorithm [42].

In this paper, we have presented a quantum variant of a beetle antennae search (BAS), a nature-
inspired meta-heuristic algorithm named as quantum beetle antennae search (QBAS). Unlike other known
swarm meta-heuristic algorithms such as PSO, GA, and ACO, it is neither computationally expensive
or time-consuming nor complex as it involves a single particle to search through space and reaches the
optimal solution. BAS is employed in several real-world applications [43–54]. Some well known real-world
applications of BAS include smart sensing of UAV with obstacle avoidance [44], optimal planning of wind
PV hydro storage unit [47], cost-effective distribution of the load of power system [49], and tracking
control of mobile robot with obstacle avoidance [50]. Newly emerged meta-heuristic algorithms with
diverse applicability in real-world applications become the reason to formulate its quantum variant to
boost its potential further. As it is formulated on the principles of quantum mechanics, it can work on
quantum levels instead of certain logical bits, 0 and 1. The highlights of the paper are as follows:

(1) We formulated a quantum variant of the BAS algorithm named QBAS.
(2) Theoretical analysis shows that QBAS is stable and convergent to the optimal solution. We also

presented that QBAS is polynomial in time and space complexity.
(3) We used QBAS to solve the portfolio selection problem for the allocation of assets in stocks.
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(4) To test the efficiency, we used stock data from Shanghai Stock Exchange 50 Index (the SSE 50
Index) and applied QBAS on different stacks of stocks and then compared its performance with BAS,
PSO, and GA.

The layout of the paper is as follows. In Section 2, we discuss the different approaches for the formula-
tion of the portfolio selection problem and discuss the pros and cons of them. Then, we select one of the
approaches for QBAS and explain the reason for it. In Section 3, we discuss in detail the BAS algorithm
and its formulation, and then we use the quantum mechanics principles to mold it into a quantum variant
(QBAS). After that, we discuss the QBAS algorithm, its theoretical aspect, time, and space complexity.
In Section 4, we solve the portfolio selection problem with several stocks using QBAS algorithm, and
then compare its performance with BAS, PSO, and GA. In Section 5, we conclude our paper with final
remarks on our approach and future work.

2 Portfolio selection problem

Consider an investor with X dollars who wants to invest in some stocks out of N total stocks. Based
on the condition of the market, each stock expects to gain some anticipated mean-return, and also some
risk factor is attached to it. Considering necessary factors, the investor has to decide which stocks to
invest in and how much; this is a portfolio selection problem. The investor wants to maximize his profit
with the least risk factor involved. It is categorized as a multi-objective optimization problem. There are
three possibilities for the investor to make an investment as follows:

(1) Compute a portfolio that gives the maximum expected mean-return without taking into account
the percentage of the risk involved.

(2) Compute a portfolio with minimum risk involved, regardless of the expected mean-return.
(3) Compute a portfolio, which maximizes the return and minimizes the risk involved. It is a trade-off

between the two as neither will attain its optimal global value.
There are two main methods to solve the portfolio selection problem, single objective function with

constraints, and single main-objective function with constraints. The former one has a single objec-
tive function (multi-objective function), which includes sub-objective functions with different weights.
However, the later one has one primary objective function with the rest as constraints.

2.1 Mean-variance model

The mean-variance model includes a single objective function and a bunch of constraints. The model
considers the risk factor attached to the portfolio as an objective function and the expected mean-return
as one of the three constraints. It means that the model will keep the profit or the return of the stocks
within a given limit, whereas, the primary objective is to keep risk as low as possible. The second
constraint ensures that the sum of all the percentage of investment made in stocks should be equal to 1,
i.e., all investment utilized. The third constraint limits the percentage of investment made in stocks to
remain within the limit, i.e., no short sales. The formulation of mean-variance optimization problem is
given as

min

N
∑

i=1

N
∑

j=1

EiEjQij (1)

s.t.

N
∑

i=1

Eiσi = R, (2)

N
∑

i=1

Ei = 1, (3)

0 6 Ei 6 1, i = 1, 2, 3, . . . , N, (4)

where N is the total number of assets at disposal. Likewise, Eq. (1) is the objective function to minimize
the risk involved in a portfolio. Ei is the weight of investment made in the ith stock, Qij is the covariance
of the ith stock with the jth stock in the portfolio, and σi is the expected return of the ith stock in a
portfolio. Similarly, R is the expected return of the portfolio (profit). Eq. (3) is a constraint that ensures
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the sum of all the investment weights made in the stocks is equal to 1 (all budget allocated). Here, we
have not incorporated the short sales in asset allocation, which includes negative investment weights Ei,

provides leverage to the investor to invest more in assets that are overvalued [55]. However, short sales
are associated with a risky investment as well. Ref. [55] shows that without a short sale, estimation-error
reduces in portfolio selection. Considering the pros and cons of short sales, here in (4), we limit the
investment weights between 0 (min) and 1 (max) for simplicity.

2.2 Efficient frontier

As mentioned above, in a single objective function approach, all the controlling parameters are encapsu-
lated in a single objective function. As we know, the portfolio selection problem is required to maximize
the mean-return and minimize the risk of the portfolio. Unlike the mean-variance model, where the
objective function minimizes the risk and mean-return of the portfolio is treated as a constraint, here the
mean-return is also included in a main-objective function as a penalty term which is given as

minλ





N
∑

i=1

N
∑

j=1

EiEjQij



− (1− λ)

[

N
∑

i=1

Eiσi

]

(5)

s.t.

N
∑

i=1

Ei = 1, (6)

0 6 Ei 6 1, i = 1, 2, 3, . . . , N, (7)

where λ ∈ [0, 1]. If λ = 0, the model will maximize the mean-return of the portfolio; so if the investor
is interested in return regardless of risk (variance of the portfolio), then this is the case. If λ = 1, the
model will minimize the risk of the portfolio; so if the investor is interested in minimizing risk regardless
of return, then this is the case. Anything in between will be a trade-off to achieve an optimal solution
while minimizing risk and maximizing return. We can notice, here mean-return is not R necessarily, as
it can vary now. The two constraints are the same as in the previous model.

As for each value of λ, we can get different values for mean-return and risk (variance). Tracing
the risk and mean-return of the portfolio can give a continuous curve, which is an efficient frontier in
Markowitz’s theory. As every point on that curve will give a different optimal solution to the portfolio
selection problem, it shows that this is a multi-objective optimization problem. After introducing a new
parameter λ, it is transformed into a single objective optimization problem.

2.3 Sharpe ratio model

We have so far discussed the mean-variance and efficient frontier model. Instead of focusing on the
mean-return and variance of the portfolio, it would be better to focus on the ratio, which is given by
Sharpe [56] known as Sharpe ratio model. The model is described as

Sharpe-ratio =
Rp −R

std(p)
, (8)

where p is a portfolio, Rp is a mean-return of the portfolio, and R is the return of the risk-free security.
std(p) is the standard deviation of the portfolio, or in other words, it is a risk involved. The optimization
problem is to maximize this ratio by changing the weights Ei, as the numerator represents the mean-
return, and the denominator represents the risk associated with the portfolio. The higher value of (8)
means more return with less risk. In our proposed solution, we used Sharpe-ratio along with other
constraints mentioned in the efficient frontier model.

2.4 QBAS portfolio selection problem

As mentioned earlier, Sharpe-ratio is a ratio of expected mean-return and risk (standard deviation). A
higher ratio means a better optimal solution. The more elaborative form of (8) is given as

Sharpe-ratio =

∑N

i=1 Eiσi −R
∑N

i=1

∑N

j=1 EiEjQij

, (9)
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where Ei is the weight of investment made in the ith stock, σi is the mean-return of the ith stock, and
Qij is the covariance between the ith and jth stock in the portfolio.

In our proposed solution to the portfolio problem, we have combined Sharpe-ratio with (6) and (7)
constraints mentioned. The formulation is given as

max

∑N

i=1 Eiσi −R
∑N

i=1

∑N

j=1 EiEjQij

(10)

s.t. S(E) =
N
∑

i=1

Ei = 1, (11)

0 6 Ei 6 1, i = 1, 2, 3, . . . , N. (12)

We go one step further and turn it into a single objective function with no constraint. All the constraints
are included as a penalty function to the objective function. Whenever the algorithm violates constraints,
a penalty will be added to the objective function value. As it is a maximization problem, we will subtract
the penalty. The modified portfolio selection optimization problem is given as

F (E) = maxβ1

[

∑N

i=1 Eiσi −R
∑N

i=1

∑N

j=1 EiEjQij

]

− β2

(

N
∑

i=1

Ei − 1

)2

− β3(Ei − 1 > 0)(Ei − 1)− β4(−Ei > 0)(−Ei), (13)

where (
∑N

i=1 Ei− 1)2 corresponds to the equality constraint given in (11). Likewise, (Ei− 1 > 0)(Ei− 1)
and (−Ei > 0)(−Ei) correspond to the inequality constraints in (12). β1, β2, β3, and β4 are the penalty
weights assigned to the functions which can be adjusted accordingly. The reasons of including all the
constraints in an objective function are as follows:

(1) The unconstrained optimization problems are effectively and conveniently solvable as compared to
the constraint optimization problems.

(2) The fulfillment of constraints does not ensure the maximization of the objective function. In our
case, the constraints are included in the objective function, so the algorithm maximizes the objective
function alone.

(3) The optimization problem includes both equality and inequality constraints, and it is computa-
tionally complex to solve them as both require different methods.

3 Quantum beetle antennae search

In this section, we will discuss in detail the BAS algorithm, and then we will drive the quantum variant
of BAS by manipulating the concepts of quantum mechanics. Lastly, we will show that QBAS is stable
and convergent to an optimal solution.

3.1 BAS algorithm

BAS [48,57] draws inspiration from beetles with two long horns or antennae on the left and right sides of
their mouth. These horns help them to move around in search of food, and both the horns register the
odor of food. Based on the intensity of smell on each antenna, the beetle makes a move. If the smell on
the left antenna is intense, the beetle will move left; otherwise, it will move right. That is how the beetle
crawls randomly and explores the space until it reaches the food.

BAS has some key parameters for its formulation. Position of the beetle at iteration n is given as
Xn, where n ∈ {1, 2, 3, . . . , N}. Fitness function f(X) corresponds to the source of the smell. As the
beetle smells on both the antennae, it is formulated with two intermediate position vectors Xr and Xl

corresponding to the right and the left antennae, the random direction vector c, and the step controlling
parameter dn.

First, the BAS algorithm computes the smell on both the antennae and makes an intermediary move
in the left and right direction as follows:

Xr = Xn + dnc, (14)
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Xl = Xn − dnc. (15)

Now compute the fitness on the right and left position to see which way the beetle should move, and then
compute the difference between them. If the difference is positive, move right; otherwise move left. It is
given as

∆F = f(Xr)− f(Xl). (16)

Based on the intermediary fitness values, BAS computes the new position for the beetle, given as

Xn = Xn−1 + dnc∆F. (17)

Now compute the value of fitness function at the new position Xn. Here, we add ∆F to the previous
position as this is for maximization, and for minimization we will subtract it. If Xn is better than Xn−1,
make it a new best position, i.e., Xbest; otherwise discard it.

Now the final step of the algorithm is related to a transformation from exploration to exploitation.
In any meta-heuristic algorithm, the particle first explores the wider space; then, as it approaches the
optimal solution, it takes smaller steps. Here in BAS, dn is that controlling factor, which is an exponential
decay function. BAS reduces the value of dn on every iteration, which is given as

dn = 0.95dn−1 + 0.01. (18)

The workflow of BAS is shown in Algorithm 1. As mentioned earlier, BAS has a wide range of
applications, and it is getting popular to solve real-world optimization problems [43–45,58].

Algorithm 1 Beetle antennae search

1: Input: Write an objective function F (X), where X = {X1, X2, X3, . . . , XN};

2: Initialize: Xo and dn;

3: Output: Xbest, Fbest;

4: while {n < K}

5: Generate random vector c and calculate Xr and Xl using (14) and (15) respectively;

6: Update the position Xn of the beetle using (17);

7: if (F (Xn) > Fbest)

8: Fbest = F (Xn);

9: Xbest = Xn;

10: end if

11: Update the step controlling parameter dn using (18).

12: end while

3.2 QBAS algorithm

As we have seen earlier, Eq. (17) is used to update the position of the BAS particle. Ref. [59] shows that
BAS always converges. As the time t → ∞, the ∆F → 0 in (16). At first, the particle has higher kinetic
energy (KE), but as it moves towards the optimal solution, its energy slows down and eventually dies out
(zero). Here it is worth mentioning that, we can extend quantum formulation to other meta-heuristic
algorithms as well, if and only if they are stable and convergent, and this sets the premise of QBAS
formulation. We will prove the stability and global convergence of QBAS in Subsection 3.3.

In quantum mechanics, quantum particles reflect the same behavior with the bound state as they move
in a potential field of center “P”. We can mimic the behavior of quantum particles on a beetle particle
by applying the principles of quantum mechanics on them. There are many potential fields to apply on
the beetle particle, but let us assume Delta potential, as its convergence speed avoids the local minima
and converges to the global minima [37].

In the quantum realm instead of position x and velocity v, the quantum particles are represented using
wave function Ψ(x, t). In 3D space, the wave function is given as

|Ψ|2dxdydz = Qdxdydz, (19)

where |Ψ|2 represents the probability density function, which anticipates the presence of particle in 3D
space at time t. The integration of |Ψ|2 over [−∞,+∞] is equal to 1. The time dependent Schrodinger
equation is used to evaluate the wave function Ψ(x, t) of the particle. It is stated as

i~
∂

∂t
Ψ(x, t) = ĤΨ(x, t), (20)
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where Ĥ is known as Hamiltonian operator. For a single particle with the potential field V (x), the
Hamiltonian operator is given as

Ĥ = − ~
2

2m
∆2 + V (x). (21)

In (20) and (21), ~ represents Plank’s constant ~ = 6.62× 10−34 m2kgs−1.

Now, let us assume BAS as a quantum system, where instead of a beetle, our ∆F acts as a particle
and moves in Delta potential with center “P”. The center of potential is where f(Xr) and f(Xl) come
closer such that C(f(Xr)− f(Xl)) = C∆F → 0, where C is a scaling factor. For simplicity, we drive our
system in a single dimension, and later we can extend it to N dimensions. Now, the Delta potential is
defined as

V (x) = −γδ(C(f(Xr)− f(Xl))) (22)

= −γδ(C∆F ) = −γδ(y). (23)

Let y = C(f(Xr)− f(Xl)) = C∆F. The Hamiltonian operator becomes

Ĥ = − ~
2

2m
∆2 − γδ(y). (24)

The time-independent Schrodinger equation becomes

d2Ψ

dy2
+

2m

~2
[E + γδ(y)]Ψ = 0. (25)

The above equation is a second-order differential equation, which is solved in [37]. The solution of (25)
is given as

Ψ(y) =
1√
L
e

−|y|
L , (26)

where L is the characteristic length of the Delta potential well. As we are interested in the probability
density function, so take the square of wave function Ψ(y)2, which is given as

Q(y) = |Ψ(y)|2 =
1√
L
e

−2|y|
L . (27)

It gives the probability of the particle in the quantum space, and we have to gauge the position by
collapsing quantum state to the classical state using Monte Carlo. The probability density function
|Ψ(y)|2 is given as

y = ±L

2
ln

(

1

u

)

, (28)

where u is a normalized random number distributed between [0, 1] and y = C∆F = Xn − Xn−1 from
(17), where C = dnc in (17). Now the above equation becomes

Xn −Xn−1 = ±L

2
ln

(

1

u

)

, (29)

Xn = Xn−1 ± L

2
ln

(

1

u

)

. (30)

It is the update equation for the particle (beetle) and the quantum variant of BAS, known as QBAS.
Furthermore, Ref. [37] shows the formulation of L which is given as

L =
1

g
|∆y|, (31)

L =
1

g
|C∆F |, (32)

where g > ln
√
2. QBAS algorithm for N dimensional input is shown in Algorithm 2. Here it is worth

mentioning that, QBAS does not ensure the local-minima avoidance, but as compared to gradient methods
which are prone to local optimal solutions, QBAS has higher probability to avoid them because of its
random searching nature. The simulation results in Subsection 4.1 will further explain it.
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Algorithm 2 Quantum beetle antennae search

1: Input: Write an objective function F (X) (13), where X = {X1, X2, X3, . . . , XN};

2: Initialize: Xo and dn;

3: Output: Xbest, Fbest;

4: while {n < K}

5: Generate random vector c and calculate Xr and Xl using (14) and (15) respectively;

6: Compute the value of L using (32);

7: u = rand(0, 1)

8: if (rand(0, 1) > 0.5)

9: Xn = Xn−1 − L
2
ln( 1

u
);

10: else

11: Xn = Xn−1 + L
2
ln( 1

u
);

12: end if

13: if (F (Xn) > Fbest)

14: Fbest = F (Xn);

15: Xbest = Xn;

16: end if

17: Update the step controlling parameter dn using (18).

18: end while

3.3 Theoretical analysis

Here we will see the theoretical analysis of our proposed algorithm, which shows that QBAS is stable
and convergent.

Theorem 1. The objective function of QBAS will always increase monotonically as the number of
iterations “n” increases, and thus makes it stable. It is given as

F (Xn1) < F (Xn2), n1 < n2. (33)

Lemma 1. For the portfolio selection problem, the optimization function value F (Xo) starting from
initial stock value Xo, using the QBAS algorithm is stable.
Proof. The proof is extracted from [59]. In the proposed QBAS algorithm, the calculated portfolio,
i.e., Xn2, by the algorithm is acceptable, if and only if the objective function value F (Xn2) is larger
than prior value, i.e., F (Xn2) > F (Xn1), where n2 > n1. However, if the objective function at Xn2 has
smaller value than at Xn1 , the QBAS will maintain the previous state of the portfolio. From this, we can
conclude that the proposed algorithm QBAS is stable as the value of the objective function monotonically
increases with iterations.

Theorem 2. The QBAS is convergent as the iteration “n” approaches to infinity and the objective
function value F (Xn) approaches to optimal solution X∗, which is given as

F (Xn) → X∗, n → ∞. (34)

Lemma 2. QBAS is convergent, as the iteration n → ∞. The Sharpe-ratio of the stocks in the portfolio
evaluated by QBAS reaches its optimal value, i.e., maximum Sharpe-ratio (profit).
Proof. The proof is extracted from [59]. Consider the objective function value F (Xni) of the portfolio
Xni evaluated by QBAS at iteration ni which is not optimal. Assume that its probability is Pni

, where
0 < Pni

< 1. Based on that, the probability of all the previously evaluated portfolios by QBAS is given
as Pn1

, Pn2
, Pn3

, . . . , Pni−1
. Multiply all the probabilities till the iteration ni−1 to obtain the probability

Pni
, which is given as

Pni
= Pn1

Pn2
Pn3

· · ·Pni−1
. (35)

And the probability that evaluated portfolio Xni is optimal at iteration ni is given as

P ′
ni

= 1− Pni
, (36)

P ′
ni

= 1− Pn1
Pn2

Pn3
· · ·Pni−1

. (37)

As the iteration n → ∞, the product of probabilities on right side will converge to zero, and it is given as

lim
n→∞

P ′
ni

= 1− lim
n→∞

Pn1
Pn2

Pn3
· · ·Pni−1

, (38)

lim
n→∞

P ′
ni

= 1. (39)

Thus it proves that QBAS converges to the optimal solution.
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Table 1 Benchmark functions to test the performance of QBAS

Function F (x) Fmin Properties

Ackley: −20exp(−0.2
√

( 1

n

∑

n
i=1

x2

i
) − exp( 1

n

∑

n
i=1

cos(2π))) + 20 + exp(1) 0
Continuous,

non-convex,

and

multimodal

Rastrigin: 10n +
∑

n
i=1

(x2

i − 10cos(2πxi)) 0

Beale: (1.5 − x1 + x1x2)
2 + (2.25 − x1 + x1x

2

2
)2 + (2.625 − x1 + x1x

3

2
)2 0

Levi N.13: sin2(3πx1) + (x1 − 1)2(1 + sin2(3πx2)) + (x2 − 1)2(1 + sin2(2πx2)) 0

3.4 Time and space complexity

Here, we will discuss the time and space complexity of QBAS in detail.

3.4.1 Time complexity of QBAS

We evaluate the time complexity of QBAS from Algorithm 2. For simplicity, we assume that each
statement in QBAS takes one unit of time. The algorithm includes one while-loop which lasts for K

iterations. The time complexity to generate C, u and the evaluation of Xr, Xl within the while-loop will
take 4 units of time. Likewise, the time complexity of remaining statements within the while-loop also
takes one unit of time each, i.e., total 5 units of time. The big-O time complexity of the algorithm
becomes O(20K) which is polynomial in time. It should be noted that as all the statements outside the
while-loop are calculated once, we do not include their time complexity. Thus, the time complexity of
QBAS primarily depends on the number of iterations K.

3.4.2 Space complexity of QBAS

We evaluate the space complexity of QBAS from Algorithm 2. For simplicity, we assume that each
variable in QBAS takes one unit of space. The space complexity of arrays X,Xo, X

n, and C is N each,
i.e., total becomes 4N. Likewise, each variable outside and within the while-loop takes one unit of space,
i.e., total of 7 units. The total space complexity of QBAS becomes O(4N+7). Thus, the space complexity
of QBAS is also polynomial.

4 Simulation results

In this section, we will discuss in detail the results computed using QBAS to solve the four benchmark
optimization functions and the portfolio selection problem. First, we applied QBAS on benchmark
functions with different initial conditions to test the efficiency and robustness of the algorithm. Then,
we have applied QBAS on four portfolio selection problems, i.e., 20 stocks, 50 stocks, 75 stocks, and
100 stocks. We made a comparison with three meta-heuristic algorithms (BAS, PSO, and GA), two
of which are swarm algorithms (PSO and GA). We solved the Sharpe-ratio (10) and computed the
performance of QBAS with the other three meta-heuristic optimization algorithms.

4.1 Benchmark functions

We tested QBAS on four benchmark functions for single-objective optimization [60], i.e., Ackley, Ras-
trigin, Beale, and Levi N.13 functions. The functions are shown in Table 1, and the results are shown
in Figure 1. All four functions are continuous, non-convex, multimodal, and have the global minima
at Fmin = 0. We performed simulations on each function for 20 times with different initial conditions
and recorded different optimal solutions. The results highlighted two important characteristics: (1) the
variation in the optimal solution, (2) fast convergence. Figure 1(a) shows the variation in the optimal
solution of each function in 20 simulations with different initial conditions, and it can be seen that the
variation is in 10−5, which is very small. It implies that QBAS is powerful enough to converge to the
global solution even with different initial conditions. Figure 1(b) shows the global convergence of all four
functions using QBAS. It shows, within 120 iterations, all functions converge to their optimal value.

Two functions, i.e., Ackley and Rastigin include several local minima and the results show that QBAS
avoided them all in 20 consecutive simulations each starting from different initial conditions.



Khan A T, et al. Sci China Inf Sci May 2021 Vol. 64 152204:10

Ackley Rastrigin Beale Levi N.13

Function
F

(x
)

V
(x

)

Shows the variation
in convergence

0

2

4

6

8

10

12

×10−5

(a)

Ackley function
Rastrigin function
Beale function
Levi N.13 function

Iterations

Fast convergence of
all the functions

0 40 80 120 200
0

20

40

60

80

100

(b)

160

Figure 1 (Color online) (a) The variation in optimal solution when QBAS runs for 20 times on each function with different initial

conditions. It can be seen that all the functions are near their global convergence value. (b) All the four functions converge to

their global minima within 120 iterations.
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Figure 2 (Color online) The histogram of the return values of four known companies, i.e., Amazon (AMZN), Facebook (FB),

IBM, and Google (GOOGL), included in our portfolio selection problem. The time period is from 21 March 2019 to 18 April 2019.

4.2 Portfolio selection for 20 stocks

Here we applied QBAS on the portfolio selection problem for 20 stocks. All the stocks were obtained from
the Shanghai Stock Exchange 50 Index (the SSE 50 Index). The stocks were selected from tech giants like
Amazon (AMZN), Facebook (FB), and Google (GOOGL). Here it is worth mentioning that, there is no
hard and fast rule in selecting the stock market as portfolio optimization deals with the selection of stocks
regardless of market, but since the emerging markets are too noisy, it is better to avoid them and obtain
data from the developed and stable markets. The gathered stocks were from the date 21 March 2019
to 18 April 2019. To give a general idea, the return value of the aforementioned companies is shown in
Figure 2. To avoid bias, we provided all four algorithms the same computational ground since QBAS and
BAS are single particle algorithms, whereas PSO and GA are swarm algorithms. The results obtained are
shown in Table 2. There are three-key performance parameters of the algorithms, i.e., objective function
F (E) in (13), Sharpe-ratio (S-ratio) in (8), and equality constraint S(E) in (11). For portfolio selection
of 20 stocks, it can be seen that the performance of QBAS is quite remarkable with the highest S-ratio,
equality constraint S(E) is almost achieved, and F (E) also has the highest value. From the results, we
can see that QBAS supersedes BAS in performance, which explains the computational efficiency of the
quantum algorithm. It also shows its upper hand over PSO and GA.

In the detailed analysis of the algorithm, we can see their behavior over time, which lasted for 100 iter-
ations. The results for 20 stocks are shown in Figure 3. Figure 3(a) shows the overall objective function
value F (E). It can be seen how fast QBAS converges to its optimum value in almost 40 iterations. BAS
converges before QBAS but does not optimize much. However, PSO and GA show slower convergence,
which is around 90 iterations. Likewise, Figure 3(b) shows the S-ratio. A higher S-ratio means more
mean-return to risk. It can be seen that QBAS not only has a higher ratio, but it converges to its
optimum solution in no time. Similarly, Figure 3(c) shows that QBAS shows the fast convergence to the
equality constraint S(E); however, PSO was slightly off the target, i.e., 0.828. Overall, all algorithms
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Table 2 Four portfolios’ results of QBAS solver, BAS solver, PSO solver, and GA solver

Portfolio

Algorithm 20 stocks 50 stocks 75 stocks 100 stocks

F (E) S-ratio S(E) F (E) S-ratio S(E) F (E) S-ratio S(E) F (E) S-ratio S(E)

QBAS solver 10.22 9.210 1.042 5.140 12.42 1.001 25.79 33.78 1.016 50.076 55.38 0.926

BAS solver 4.024 4.942 0.967 4.704 4.08 1.052 10.02 30.35 1.016 20.087 30.48 1.075

PSO solver 4.093 5.352 0.828 4.812 6.25 0.604 5.319 26.23 0.964 20.012 34.84 1.033

GA solver 8.723 6.591 0.996 4.810 5.50 0.973 12.29 25.07 1.012 20.074 24.55 0.986
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Figure 3 (Color online) Performance and comparison of QBAS for 20 stocks with the other meta-heuristic algorithms including

BAS, PSO, and GA. (a) is the comparison of overall objective function value F (E), (b) shows the Sharpe-ratio (S-raitio), and (c)

is for equality constraint S(E).
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Figure 4 (Color online) Performance and comparison of QBAS for 50 stocks with the other meta-heuristic algorithms including

BAS, PSO, and GA. (a) is the comparison of overall objective function value F (E), (b) shows the Sharpe-ratio (S-raitio), and (c)

is for equality constraint S(E).

follow equality constraint S(E).

4.3 Portfolio selection for 50 stocks

Here we solved the portfolio selection problem using 50 stocks. All the algorithms showed their optimum
performance. For 50 stocks, the results are shown in Table 2. QBAS optimized the objective function
to 5.140, highest than the rest. Likewise, the S-ratio is also phenomenal of 12.42, which means that the
mean-return of the portfolio is 12.42 times higher than the risk factor. The equality constraint S(E) is
almost followed by all the algorithms except PSO, which again falls short.

The detailed analysis is shown in Figure 4. QBAS shows the fast convergence to the optimal solution
F (E) in a few iterations in Figure 4(a). QBAS not only outsmarts PSO and GA in computing Sharpe-
ratio but also converges to its optimal value early, as shown in Figure 4(b). Likewise, in Figure 4(c), all
the algorithms converge to 1 obeying equality constraint S(E), but PSO is slightly off the mark.

4.4 Portfolio selection for 75 stocks

Now more stocks were piled up to test the performance of QBAS and compare it with other algorithms.
From Table 2, it can be seen that the objective function value F (E) for QBAS is 25.79, which is higher
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Figure 5 (Color online) Performance and comparison of QBAS for 75 stocks with the other meta-heuristic algorithms including

BAS, PSO, and GA. (a) is the comparison of overall objective function value F (E), (b) shows the Sharpe-ratio (S-raitio), and

(c) is for equality constraint S(E).
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Figure 6 (Color online) Performance and comparison of QBAS for 100 stocks with the other meta-heuristic algorithms including

BAS, PSO, and GA. (a) is the comparison of overall objective function value F (E), (b) shows the Sharpe-ratio (S-raitio), and

(c) is for equality constraint S(E).

than the rest. The S-ratio of QBAS is also the highest and comparable with GA. All the algorithms obey
equality constraint S(E).

The detailed analysis of the QBAS and other algorithms is shown in Figure 5. The trend is almost the
same as before; Figure 5(a) shows that the convergence of QBAS is very fast, whereas, GA has a smooth
reach to its optimum. Similarly, Figure 5(b) shows that QBAS not only has the highest Sharpe-ratio
but shows the fastest convergence too. Figure 5(c) shows that all algorithms eventually obey equality
constraint S(E), but QBAS and BAS approach to 1 in no time.

4.5 Portfolio selection for 100 stocks

In the end, we tested QBAS with a stack of 100 stocks. In Table 2, it can be seen that the objective
function value F (E) of QBAS has outsmarted the other algorithms with the highest value of 50.076.
Likewise, the highest Sharpe-ratio fulfills the equality constraint S(E).

The detailed analysis is done in Figure 6. It can be seen that the performance of QBAS outsmarts the
other algorithms despite the increase in stocks. QBAS has the highest F (E) value in Figure 6(a), and
its rate of convergence is the fastest as compared to GA and PSO, which converge very slowly. Likewise,
in Figure 6(b), Sharpe-ratio of QBAS is again high with the highest rate of convergence. In Figure 6(c),
all the algorithms reached equality constraint S(E) in no time, but PSO showed some noise. From all
the experimental results, we can conclude that QBAS is capable of outperforming swarm algorithms like
PSO and GA.

Before concluding the section, it is worth mentioning that QBAS works on the “virtual particle”
principle. It means, in each iteration it computes objective function value thrice, i.e., F (Xr), F (Xl),
and F (X). The simulation results show that QBAS has a fast rate of convergence, but it can make it
computationally expensive and inefficient for substantially large stock data. In the future, to come around
this problem, we will design its variant that computes objective function value once in a single iteration.
It will boost QBAS performance and will reduce the computational time. Likewise, QBAS is a single
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particle meta-heuristic algorithm that limits its searching ability and makes it prone to local-minima.
In the future, we plan to introduce the swarm variant of QBAS. The cooperative nature of swarm will
further enhance its searching capability and will make it immune to local-minima. The prospect also
includes the addition of more real-world portfolio optimization constraints, e.g., cardinality constraints,
lower and upper bounds, class constraint, round-lots constraint, and pre-assignment constraint. The
addition of these constraints will further expand the application of QBAS for stock selection.

5 Conclusion

In this paper, we have formulated a quantum variant of the BAS algorithm named QBAS and applied it on
a well-known finance problem of portfolio selection. BAS is a nature-inspired meta-heuristic optimization
algorithm. A beetle uses two antennae to track food based on the intensity of the smell detected on
antennae. Likewise, the BAS algorithm mimics its nature to find the optimal solution to the problem.
We carved BAS in the quantum realm and used quantum mechanics to formulate QBAS, as quantum
computing outsmarts conventional computing in efficiency and speed. To test the performance of QBAS,
we applied it to a well-known finance problem of portfolio selection. The problem relates to the investment
of assets in stocks such that it maximizes the mean-return of those assets and minimizes the risk involved.
The performance of QBAS was compared with known algorithms such as PSO, GA, and BAS. The results
have shown that QBAS with a single particle can compete with swarm algorithms like PSO and GA.
However, QBAS works on the “virtual particle” principle, which requires the algorithm to compute
the objective function value three times in each iteration, which makes it computationally expensive
and time-consuming for extensive data. Our future work includes the elimination of this problem to
boost its performance further. Likewise, addition of more realistic portfolio selection constraints, such
as cardinality constraints, lower and upper bounds, and class constraint, are also included in our future
plans. Before concluding this paper, it is worth mentioning that this is the first quantum version of the
BAS algorithm, which opens the door to leverage the fast advancement of quantum computing to the
study of the BAS.
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