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Abstract With the significant development of unmanned aerial vehicles (UAVs) technologies, a rapid

increase on the use of UAV swarms in a wide range of civilian and emergency applications has been witnessed.

However, how to efficiently network the large-scale UAVs and implement the swarms applications without

infrastructure support in remote areas is challenging. In this paper, we investigate a hierarchal large-scale

infrastructure-less UAV swarm scenario, where numerous UAVs surveil and collect data from the ground and

a ferry UAV (Ferry UAV) is designated to carry back all their collected data. We can divide UAV swarms

into different areas based on their geographic locations due to the wide range of surveillance. To improve

data collection efficiency of Ferry UAV, we introduce a single super cluster head (Super-CH) UAV in each

area which can be selected by the proposed modified k-means clustering algorithm with low latency. Then,

we design an iterative approach to optimize the 3-dimensional (3D) trajectory of Ferry UAV such that its

data collection mission completion time is minimized. Numerical results show the efficiency and low-latency

of the proposed clustering algorithm, and the proposed 3D optimal trajectory design for large-scale UAV

swarms data collection admits better performance than that with fixed altitude.
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1 Introduction

With an explosive data demand for the next-generation wireless networks, i.e., fifth generation (5G) or
beyond 5G (B5G), a rapid increase on the use of unmanned aerial vehicles (UAVs) has been witnessed [1].
Since terrestrial wireless networks are deployed at fixed locations, it inevitably brings some limitations
in such as mobility and flexibility [2, 3]. To overcome such drawbacks, UAVs are introduced to enable
terrestrial communications from the sky [4–7]. The UAV-enabled communications have attracted ex-
tensive research attentions in plenty of applications, such as traffic control, precision agriculture, search
and rescue [6–8]. Under this framework, UAVs are employed as aerial base stations (BSs), relays, and
access points (APs), to assist the wireless communications of ground stations (GSs), or as cellular users
for communications [9]. Compared with traditional terrestrial communication, UAV-enabled communi-
cations are more flexible and swift to deploy for temporary events. Furthermore, the line-of-sight (LoS)
communication model is more probably adopted, owing to the high altitude of UAVs [10–12].

The majority of existing UAV-enabled communication systems generally build connections between the
UAV and GSs. However, in some scenarios, such as emergency response or disaster area, the terrestrial
communication infrastructure may not easily be established instantly, or the existing GSs are affected.
Then, UAV-based networks provide an alternative solution for emergency situations [13]. Recently, the
UAV becomes more and more popular in the emergency communication systems during rescue [14]. UAVs
can implement data collection and transmit collected data to the target. Comparing to one single UAV, a
group of UAVs is able to extend the mission coverage and ensure a reliable ad-hoc network with enhanced
operation performances [15]. Hence, we mainly consider large-scale UAV swarms in this paper.
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For large-scale UAV swarms, an effective clustering can reduce the communication overhead, increase
the scalability and maximize the throughput [16]. Specifically, UAV swarms are partitioned into small
groups, called clusters, within which there are one cluster head (CH) and some cluster members (CMs).
The CH is selected from all UAVs in swarms and the performance of cluster can be controlled by managing
CH effectively and efficiently. Thus, it is of great significance to select proper CH in each cluster.

Nowadays, there have been various UAV clustering algorithms. Ref. [17] proposed a multi-parameter
weighted clustering approach to enhance the stability and survival rate of the UAV network. In [18], the
authors introduced a gray wolf based clustering method, which can ensure reliable information transmis-
sion. On basis of the glowworm swarm optimization, Ref. [19] presented an energy aware UAV clustering
scheme to cope with routing instability from nodes mobility and battery residual energy. In [20], the
authors adjusted the transmission power of UAVs to save the energy consumption during communication,
and the k-means clustering algorithm was adopted for CH selection to enhance the cluster lifetime and
reduce the routing overhead. Ref. [21] proposed a clustering algorithm to obtain an energy-efficient solu-
tion and reduce the network traffic, which makes use of the multi-objective particle swarm optimization
algorithm. In [22], a low latency communication approach is given to determine the optimal number of
CHs. When the CH needs to transmit data to others, low latency communications are desirable. There-
fore, it is necessary to develop efficient cluster formation and CH selection mechanism to decrease the
communication delay for the large-scale UAV swarms.

After UAVs have collected data from the ground, they need to transmit their data to the ferry UAV
(Ferry UAV), and the Ferry UAV then transmits its data collected from UAVs to a central controller. After
CH UAVs are selected, the Ferry UAV can only collect data from each CH, which can greatly reduce the
energy and time exhaustion for the Ferry UAV. To enhance communication performance, the trajectory of
Ferry UAV can be designed optimally due to its controllable high mobility. There have been many studies
about trajectory optimization recently [23–28]. Zeng et al. [23] jointly optimized the transmit power and
trajectory to maximize the throughput in a UAV-enabled relaying system with the aid of block coordinate
descent (BCD) technique. Wu et al. [24] jointly optimized the UAV trajectory and resource allocation
to maximize the minimum average throughput of all users in UAV-enabled orthogonal frequency-division
multiple access systems. Zhang et al. [25] maximized the average secrecy rates of the UAV-to-ground and
ground-to-UAV transmissions by jointly optimizing the trajectory of the UAV and the transmit power of
the legitimate transmitter. When coping with the nonconvex trajectory optimization, they exploited the
successive convex approximation (SCA) technique. These techniques are usually used in UAV-enabled
wireless communications [26–30]. Notice that, all these studies are argued in an assumption that the UAV
is flying at a fixed altitude, which thereby is reduced to a 2-dimensional (2D) trajectory optimization. In
practical applications, the Ferry UAV is able to change its altitude in real time. Meanwhile, when the
Ferry UAV collects data from nodes with different altitudes, the efficiency of the Ferry UAV will decrease
a lot if hovering a fixed altitude, especially when the heights of nodes vary widely. Hence, there is a need
to design a 3D trajectory optimization of the Ferry UAV, which gives another main motivation of the
current work.

In this paper, we study the data collection of large-scale UAV swarms as shown in Figure 1, where
numerous UAVs collect data from different areas in layer 1 and the Ferry UAV gathers data from these
UAVs in layer 2. On one hand, Some UAV swarms are wide apart and the number of UAVs is quite large,
it is unaffordable for Ferry UAV to collect data from each UAV. Meanwhile, data collection in large-scale
UAV swarms is transmission-delay sensitive. On the other hand, since the UAV swarms usually collect
data in different areas, which may have different altitudes, then the efficiency of conventional 2D path
planning with a fixed altitude of Ferry UAV will decrease a lot if the altitudes of areas vary widely. These
motivate us to implement the clustering process in layer 1, and optimize a 3D trajectory of Ferry UAV
in layer 2. Specifically, our main contributions can be summarized as follows.

(1) We propose a novel hierarchal and self-organized network structure for large-scale UAV swarms, in
which UAVs can be dynamically managed in a cluster and a ferry UAV is efficiently designed to implement
the data collection mission in remote emergency applications.

(2) We derive the optimal number of CHs in each area to minimize the transmission delay by means
of queuing theory. Furthermore, to quickly select CHs and Super-CHs for the large-scale UAV swarms,
we develop a modified k-means algorithm for the clustering design with low-complexity.

(3) Different from the existing 2D trajectory design solutions, we propose an iterative approach to
optimize the 3D trajectory of the Ferry UAV by leveraging the BCD and SCA technologies, which is
more suitable to the 3D UAV swarms emergency applications.
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Figure 1 (Color online) Hierarchical framework for large-scale UAV clustering and 3D trajectory design in UAV swarms.

Table 1 Main notations

Notation Meaning Notation Meaning

K
Total number of Super-CH UAVs (i.e., the number

of areas)
αi(t)

Fraction of total bandwidth allocated for Super-

CH i

Mk Total number of UAVs in area k B Total available bandwidth

m Packet size Pi Transmit power of Super-CH i

µ Transmission rate of each UAV Ri(t) Instantaneous normalized achievable rate

Tt Total transmission delay of each UAV γ0
Reference signal-to-noise ratio (SNR) at the ref-

erence distance of d0 = 1 m

Tm CM delay Ci Throughput requirement for Super-CH i

Th CH delay N Time slot number

xi, si Locations of UAVs and the Super-CH, respectively δ Length of time step

Ci Cluster i composed of CMs and one CH Ttr Ferry UAV’ traveling time

U Set of Super-CH UAVs π̂ Visiting order under TSP

q(t) Ferry UAV’s trajectory Ttsp Minimum traveling time under TSP

Vmax Maximum Ferry UAV speed T̄i
Time for Ferry UAV to satisfy the throughput

requirement of Super-CH i

dmin
Minimum safe distance between the Ferry UAV

and Super-CH UAVs
T̃i Residence time of Ferry UAV at Super-CH i

di(t) Distance between Ferry UAV and Super-CH i r Radius of the sphere centered at Super-CH

hi(t) Channel power gains gi Waypoint inside the sphere for Super-CH i

The rest of this paper is presented as follows. In Section 2, we give the problem description. In
Section 3, the optimal number of CHs in each area is obtained by optimizing the transmission delay,
and we propose a modified k-means algorithm to select the corresponding Super-CH selection of each
area. The 3D trajectory optimization of the Ferry UAV based on BCD and SCA techniques is shown
in Section 4. In Section 5, we present some numerical experiments to evaluate the performance, and we
conclude the paper in Section 6.

We show the main notations used in this paper in Table 1, and denote scalars and vectors as italic
letters and bold-face lower-case letters, respectively. Let Rn be the space of n-dimensional real vectors.
For a vector x ∈ R

n, define its Euclidean norm as ‖a‖. Define log2(·) as the logarithm with base 2.
Define q̇(t) as the first-order derivative of a time-varying function q(t) with respect to time t.

2 Problem description

Consider a hierarchal large-scale UAV swarm scenario, where numerous UAVs collect data from different
areas in layer 1 and the Ferry UAV gathers data from these UAVs in layer 2. Since there are numerous
UAVs in each area, it is challenging for a Ferry UAV to collect data from each UAV. To address this
issue, for layer 1, the UAVs that collect data from the ground are clustered and all of collected data are
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gathered by one Super-CH within each area. As a result, in layer 2, the Ferry UAV only needs to collect
data from these selected Super-CH. Suppose that the CMs in the same cluster communicate directly
through one hop, and there is no collision between UAVs.

Assume that the large-scale UAV swarms are divided into K areas based on the geographic location,
where there are Mk UAVs to collect data from the ground in area k, k = 1, . . . ,K. In layer 1, for area
k, we first cluster Mi UAVs to several clusters with each cluster consisting of a CH and some CMs,
and each CM transmits data to its CH in each cluster; then we select a CH as the Super-CH to gather
data of all other CHs in each area. Under this setup, the Ferry UAV only needs to collect data from K
Super-CHs. In layer 2, we design a 3D trajectory of the Ferry UAV to minimize the traveling time among
the Super-CHs. Therefore, in the sequel, we will discuss how to select Super-CH in each area and design
an optimal 3D trajectory of the Ferry UAV based on positions of selected Super-CHs.

3 Clustering and Super-CH selection

In this section, we first determine the number of CH UAVs such that the transmission delay of each area
is minimized. Then, based on the optimal number of CHs in each area, we propose a modified k-means
algorithm to select CHs and pick one CH as the corresponding Super-CH. We only analyze clustering
and Super-CH selection in one area detailedly, which is easily extended to other areas.

3.1 Number of CHs

Supposing that there are M UAVs in an area, each UAV sends a packet with m bits, and its transmission
rate is µ bps. When clustering is finished, there only exist data transmission between each CM and its
CH, and that between CHs and the unique Super-CH, while the Super-CH gathers the total messages
of the area and waits for the Ferry UAV to collect. In each area, time division multiple access (TDMA)
technology is adopted to guarantee the reliable data collection in a large-scale UAV swarm. Specifically,
for the transmission between CMs and its CH within each cluster, the TDMA is used to avoid interference
among CMs in one cluster; For the transmission between CHs and the Super-CH within each area, we
also apply the TDMA to eliminate interferences among CHs. Notably, the CM to its CH transmission in
different clusters can be simultaneously occurred at one time slot. Hence, CMs and CHs need queue up
to transmit data, which leads to the transmission delay.

Denote the transmission delay between the CM and its CH and that between CHs and Super-CH as
CM delay and CH delay, respectively. Intuitively, the larger number of clusters leads to fewer CMs and
more CHs, which causes smaller CM delay and larger CH delay. Hence, we attempt to find an optimal
cluster number such that the UAV’s transmission delay is minimized. When computing the transmission
delay of a UAV, it relies on whether the UAV is a CM or a CH. Therefore, we focus on the expected
transmission delay of a UAV. Accordingly, the expected transmission delay Tt of a UAV can be expressed
as the sum of CM delay Tm when the UAV is a CM and CH delay Th when the UAV is a CH, that is,
Tt = Tm + Th. Next, we will show how to calculate Tm and Th.

Suppose that the number of CHs is S in this area, and each cluster has the same number of UAVs.
Then, it immediately follows that there are M

S UAVs in each cluster, i.e., M
S − 1 CMs and one CH.

Accordingly, the probability that a UAV is a CM can be formulated as PCM = M−S
M . Meanwhile, since

the Super-CH is one of CHs in the area, the probability that a UAV becomes a CH transmitting data to
the Super-CH is PCH = S−1

M .

For the CM transmission, overall M
S − 1 CMs need to be transmitted to the CH in the cluster, while

each CM needs to transmit one packet with m bits to the CH with transmission rate µ bps. Then, the

transmission delay of one CM is
m·(M

S
−1)

µ . Similar to [22], the CM delay Tm when the UAV is a CM
should be the transmission delay of each CM multiplying the probability that the UAV is a CM, which
can be formulated as

Tm =
m · (MS − 1)

µ
· PCM. (1)

Analogously, each CH needs to transmit M
S packets to the Super-CH, and there are S − 1 CHs queuing

for transmission. Hence, the CH transmission delay Th when the UAV is a CH is the transmission delay
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of each CH multiplying the probability that the UAV is a CH, which is given by

Th =
m · M

S · (S − 1)

µ
· PCH. (2)

Consequently, the overall expected transmission delay Tt is reformulated as

Tt = Tm + Th =
m · (MS − 1)

µ
· PCM +

m · M
S · (S − 1)

µ
· PCH. (3)

Substituting PCM and PCH into Eq. (3), we obtain the overall expected transmission delay of a UAV as

Tt =
M(S − 1)2 + (M − S)2

MS
· m
µ
. (4)

Therefore, the optimal number of CHs in the area should minimize Tt.
Since m and µ are all constants, minimizing Tt about S is equivalent to optimize the following function:

F (S) =
M(S − 1)2 + (M − S)2

MS
.

By taking derivations with respect to S, the first and second order derivatives of F (S) are as follows:

F ′(S) =
(M + 1)(MS2 −M2)

M2S2
, F ′′(S) =

2MS + 2S

S4
.

Owing to M > 0 and S > 0, we have F ′′(S) > 0, which means F (S) is a convex function. Thus, the
optimal S should satisfy equation F ′(S) = 0, i.e., S =

√
M . Since S should be an integer as the number

of CHs, we use floor(·) function to round down a number into an integer. In conclusion, for an area with
M UAVs, we can derive the optimal number of CHs is

S =

{

Ŝ, if F (Ŝ) 6 F (Ŝ + 1),

Ŝ + 1, otherwise,
Ŝ = floor(

√
M). (5)

3.2 CHs and the Super-CH selection

According to the Shannon formula, the closer the distance between UAVs, the better the communication
delay and quality. Hence, for the large-scale UAV scenario, we attempt to establish an efficient clustering
method to make the communication distance between UAVs smallest. In this subsection, after the optimal
number of CHs is derived by Eq. (5), we propose a modified k-means algorithm to cluster the large-scale
UAV swarms for each area, select the CH of each cluster, and then choose one CH as the Super-CH.

For a given sample set, the standard k-means algorithm aims at clustering them to a prescribed number
of clusters, such that the samples in one cluster are distributed as close as possible, while the distance
between clusters is as large as possible. Meanwhile, for the standard k-means algorithm, each center
point of a cluster is regarded as the CH even though the center point is not a point of the sample set.
In our text, we have to select the CH of each cluster among UAVs. Therefore, we set the UAV closest to
the center point as the CH, which is the main modification of our proposed approach compared to the
standard k-means algorithm.

Notice that, when collecting data during a short time period, we suppose that UAVs hover in a small
region and thus their positions can be regarded as unchanged. Hence, we denote the locations of M
UAVs in the area as D = {x1,x2, . . . ,xM}, where xi is not time-varying. Meanwhile, supposing that M
UAVs are divided into S clusters, we define the k-th cluster as Ck, which is composed of some CMs and
one CH. Then, based on the idea of k-means algorithm [31], our goal is to minimize the square error E,
which is defined as follows:

E =

S
∑

i=1

∑

x∈Ci

‖x− ui‖2, (6)

where ui is the mean vector (also called as center point) of cluster Ci with ui =
1

|Ci|

∑

x∈Ci
x. According

to [31], minimizing E is NP-hard. Nevertheless, the standard k-means algorithm is a suitable heuristic
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iterative method for it. Therefore, for the large-scale UAV swarm scenario, we propose a modified k-
means algorithm to select the CH of each cluster and the Super-CH of each area, as shown in Algorithm 1.
Specifically, in each cluster, we choose the UAV closest to the mean vector as the CH; After all CHs are
determined, we further compute the distance between adjacent CHs, and then pick the CH closest to other
CHs as the Super-CH. Consequently, the Super-CH of each area is obtained, which is a key ingredient
for later trajectory design of the Ferry UAV. It is worth noting that, once positions of UAVs change a
lot, the corresponding CHs and Super-CH of each area should be updated by implementing Algorithm 1.

Algorithm 1 Modified k-means algorithm for each area

1: Input: UAV swarms D = {x1,x2, . . . ,xM}, clusters number S from (5).

2: Output: locations of Super-CHs.

3: Randomly select S UAVs from D as the initial mean vectors {µ1,µ2, . . . ,µS}.

4: Initialize Ci = ∅, i = 1, . . . , S.

5: for j = 1, 2, . . . ,M do

6: Calculate the distance between each UAV xj and each mean vector µi (1 6 i 6 S): dji = ‖xj − µi‖;

7: Determine the cluster label of xj based on the nearest mean vector: λj = argmini∈{1,2,...,S} dji;

8: Divide xj into the corresponding cluster: Cλj
= Cλj

∪ {xj}.

9: end for

10: for i = 1, 2, . . . , S do

11: Calculate the new mean vector: µ
′
i = 1

|Ci|

∑
xi∈Ci

x;

12: if µ
′
i 6= µi then

13: Update the current mean vector µi to µ
′
i;

14: else

15: Keep the current mean vector µi unchanged;

16: end if

17: end for

18: Stop the Loop (Step 5–17) until all mean vectors are not updated.

19: Select UAVs closest to the mean vector as the CHs.

20: Choose the CH closest to all other CHs as the Super-CH.

In the following section, according to the locations of selected Super-CHs, we will analyze how to design
the optimal 3D trajectory of Ferry UAV such that its mission completion time is minimized, where the
mission completion time refers to the time that Ferry UAV spends in finishing collecting data of all
Super-CH UAVs.

4 3D trajectory optimization

4.1 Problem formulation

In our setup, the Ferry UAV is used as an aerial fusion center to collect data from Super-CHs which load
all data transmitted by all other UAVs in the area. Inspired by [29], we aim to optimize the 3D trajectory
of Ferry UAV according to the locations of Super-CHs selected in the above Section 3.

Since all UAVs are divided into K areas and each area has one Super-CH, then there are K Super-CHs,
and the Super-CH set is defined by U = {1, . . . ,K}. In general, the location of the Super-CH UAV is
time-varying. However, since the flight area of the Super-CH UAV is not very wide, the Ferry UAV can
wait for the Super-CH to fly back to its original position if the Super-CH has shifted to it at this time.
Compared with the distance L between Super-CHs, the distance D between Super-CH’s initial position
and its current position can be ignored here because of D ≪ L . Thus, we assume that the locations of
Super-CHs are constant, without varying with time. For a given time horizon T , we denote the location of
each Super-CH as si ∈ R

3, i ∈ U , 0 6 t 6 T . Meanwhile, denote the Ferry UAV trajectory as q(t) ∈ R
3,

0 6 t 6 T . Correspondingly, the distance between Ferry UAV and Super-CH i is formulated as

di(t) = ‖q(t)− si‖, i ∈ U . (7)

Meanwhile, denote Vmax as the maximum speed (m/s) of Ferry UAV. Then, we can easily obtain the
constraint ‖q̇(t)‖ 6 Vmax, 0 6 t 6 T .

Observe that the communication link between Ferry UAV and Super-CHs is the UAV-UAV link. Tak-
ing the fading effect into account, the Rician fading model [10] is applied in the UAV-UAV link, where
the involved Rician factor accounts for the influence of scattering and reflection from the surrounding
environments. For the Rician fading model with a large Rician factor, it is properly approximated by
the LoS channel model [32]. On the other hand, when UAVs operate at sufficiently high altitudes, the
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probability of LoS link is generally high. Therefore, in this paper, we assume that the uplink communica-
tions between the Ferry UAV and Super-CHs are LoS links. Meanwhile, according to [9], the UAV-UAV
channel can be characterized by the simple free-space path loss model generally. Hence, the channel
power gains follow from the free-space path loss model as

hi(t) = λ0di(t)
−2, i ∈ U , (8)

where λ0 is the channel power gain at the reference distance of d0 = 1 m and di(t) represents the distance
between Ferry UAV and Super-CH i defined by Eq. (7).

Denote the transmit power and the total available bandwidth of Super-CH i by Pi and B, respectively,
i ∈ U . Meanwhile, the Ferry UAV adopts frequency division multiple access (FDMA) scheme with
dynamic bandwidth allocation among all Super-CHs, i.e., Ferry UAV could collect messages from multiple
Super-CHs at one time slot. Denote αi(t) as the fraction of the total bandwidth that is allocated for
Super-CH i at time t, i ∈ U . Accordingly, for αi(t), we can get the constraints as follows:

K
∑

i=1

αi(t) 6 1, αi(t) > 0, ∀i, t. (9)

It is worth noting that the dynamic FDMA scheme involves FDMA with fixed user bandwidth allocation
and TDMA with dynamic user time scheduling as special cases. Specifically, it becomes the dynamic
TDMA scheme with αi(t) being binary variable, while we obtain the non-dynamic FDMA scheme with
αi(t) = αi, ∀t.

Subsequently, when Super-CH i transmits data to the Ferry UAV (i.e., αi(t) > 0), we formulate its
instantaneous normalized achievable rate in bits/second/Hertz (bps/Hz) as

R̃i(t) = αi(t) log2

(

1 +
Pihi(t)

αi(t)BN0

)

= αi(t) log2

(

1 +
Piγ0

αi(t)‖q(t) − si‖2
)

, (10)

where N0 denotes the additive white Gaussian noise (AWGN) power spectral density in watts/Hz, while
γ0 , λ0/(BN0) represents the reference SNR at reference distance of d0 = 1 m. When Ferry UAV is close
to Super-CH i at time t, i.e., q(t) → si, Eq. (10) implies that the instantaneous normalized achievable
rate R̃i(t) → ∞, which is obviously not realistic. Meanwhile, the distance between the Super-CH UAV
should be larger than a prescribed safe distance due to collision avoidance. Therefore, we modify the
instantaneous normalized achievable rate of Super-CH i as follows:

Ri(t) = αi(t) log2

(

1 +
Piγ0

αi(t)max(‖q(t)− si‖2, d2min)

)

, (11)

where dmin is the minimum safe distance between Ferry UAV and Super-CHs to ensure collision avoidance.
Suppose that the Ferry UAV only executes data collection once by one single fly mission. It is reasonable

in many practical applications, for instance, the service requests of Super-CHs are intermittent. Then,
Ferry UAV mission is finished once the throughput of each Super-CH meets its target requirement.
Denote the throughput requirement of Super-CH i as Ci bits, i ∈ U . Moreover, define T as the mission
completion time that Ferry UAV costs in finishing collecting data of all Super-CH UAVs.

With the aforementioned constraints, our goal is to minimize the mission completion time T via an
optimal trajectory design. In fact, minimizing T is of great practical significance, which is beneficial for
saving more time and energy for the Ferry UAV and avoiding large communication delay of Super-CH
UAVs. For notation brevity, define Q , {q(t)} and A , {αi(t)}. According to the above arguments,
we aim to minimize the completion time T by jointly optimizing the Ferry UAV’s trajectory Q and the
bandwidth allocation A, with satisfying the throughput requirements of all Super-CHs. As a result, the
optimization problem is written as

(P1) min
T,Q,A

T

s.t. B

∫ T

0

Ri(t)dt > Ci, ∀i, (12)

K
∑

i=1

αi(t) 6 1, αi(t) > 0, ∀i, t, (13)
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‖q̇(t)‖ 6 Vmax, ∀t, q(0) = q(T ), (14)

where Ri(t) is given by Eq. (11). Note that in problem (P1), we impose an extra constraint (14) on Ferry
UAV’s initial and final locations, i.e., the Ferry UAV should return to its initial location after finishing
the data collection. It is meaningful in practical scenarios such as periodical data collections [29]. Due to
the linearity of the constraint on Ferry UAV’s initial and final locations, follow-up results are not difficult
to be extended to cases without such constraints correspondingly.

Obviously, variables Q and A in Problem (P1) are infinite-dimensional due to the continuous time t.
Meanwhile, Ri(t) in constraint (12) is not concave with respect to q(t), which leads to the nonconvexity
of problem (P1). In addition, the variable T is involved as the upper bound of integration interval in
constraint (12), so the corresponding integration lacks a closed-form expression. Therefore, problem
(P1) is generally challenging to cope with directly. In the sequel, we will refer to analyses in [29] to
approximately solve problem (P1).

4.2 Problem solution

Since variables T , q(t) and αi(t) are closely coupled with each other, we introduce an intermediate variable
η for problem (P1) such that variables T and {q(t), αi(t)} can be optimized sequentially. For a given T ,
consider the following optimization problem

(P1.1) max
η,Q,A

η

s.t.
B

Ci

∫ T

0

Ri(t)dt > η, ∀i, (15)

K
∑

i=1

αi(t) 6 1, αi(t) > 0, ∀i, t,

‖q̇(t)‖ 6 Vmax, ∀t, q(0) = q(T ).

Assume that the optimal solution of problem (P1.1) is η∗(T ). Then, constraint (12) of problem (P1) is
naturally equivalent to η∗(T ) > 1. As a consequence, problem (P1) is equivalently transformed into

(P1.2) min
T

T

s.t. η∗(T ) > 1. (16)

Notably, as T increases, it is easy to deduce from constraint (15) that the constraint set of η becomes
wider. Then, the optimal objective function value η∗(T ) gets larger. Hence, we provide the following
lemma without proof.

Lemma 1. The optimal solution η∗(T ) of problem (P1.1) is a non-decreasing function of T .

According to the monotonicity of η∗(T ) in Lemma 1, the optimal solution T ∗ of problem (P1.2) should
satisfy η∗(T ∗) = 1. Meanwhile, once η∗(T ) can be obtained for any given T , we are able to apply the
bisection method to efficiently search T satisfying η∗(T ) = 1. Thus, our efforts are devoted to solve
problem (P1.1) to get η∗(T ) for given T .

For the convenience of analyses on problem (P1.1), we discretize the time horizon T into N time slots
equally, where the corresponding time step δ = T

N is sufficiently small to let the distance between Ferry
UAV and Super-CHs be approximately regarded as constant within each time step δ. Then, the time
horizon T could be expressed as N time slots [t1, . . . , tN ] with tn = nδ, n = 1, . . . , N . Accordingly, the
trajectory q(t) of Ferry UAV over T can be discreted as q[n] = q(tn), n = 1, . . . , N , while the Ferry
UAV’s speed is expressed as

‖q̇(n)‖ =
‖q[n+ 1]− q[n]‖

δ
, n = 1, . . . , N − 1.

Similarly, the bandwidth allocation could be discretized as αi[n] = αi(tn), the location of Super-CH i is
si = si(tn), and the achievable rate between Super-CH i and the Ferry UAV at time slot n is thereby

Ri[n] = αi[n] log2

(

1 +
Piγ0

αi[n] max(‖q[n]− si‖2, d2min)

)

. (17)



Ma T, et al. Sci China Inf Sci April 2021 Vol. 64 140306:9

As a result, rewriting Q = {q[n]} and A = {αi[n]}, problem (P1.1) is reformulated as

(P1.3) max
η,Q,A

η

s.t.
Bδ

Ci

N
∑

n=1

Ri[n] > η, ∀i, (18)

K
∑

i=1

αi[n] 6 1, αi[n] > 0, ∀i, n, (19)

‖q[n+ 1]− q[n]‖2
δ2

6 V 2
max, n = 1, . . . , N − 1, q[1] = q[N ], (20)

where constraints (18)–(20) correspond to discretizations of constraints (12)–(14) in problem (P1).
Despite that problem (P1.3) is non-convex, with fixed Q, it is reduced to a convex problem with respect

to (η,A) (details are shown in the following Subsection 4.2.1). Then, for given Q, variable (η,A) can be
directly obtained by CVX toolbox [33]. Meanwhile, when A is fixed, by leveraging on the SCA technique,
problem (P1.3) can be relaxed to a convex programming as well, which is easily dealt with by CVX
toolbox in MATLAB. It is noticed that the well-known BCD technique is a frequently used method to
cope with a separately convex problem [29, 30, 34]. Following the similar idea in [29], we will adopt the
BCD based algorithm to iteratively solve problem (P1.3), i.e., repeatedly and alternatively optimizing
(η,A) with fixed trajectory Q and (η,Q) with fixed bandwidth allocation A until the value of η changes
within a prescribed threshold.

4.2.1 Bandwidth allocation optimization with fixed trajectory

Suppose that the trajectory Q = {q[n]} is fixed. Recalling the expression of Ri[n] in Eq. (17), problem
(P1.3) is reduced to

(P1.4) max
η,A

η

s.t.
Bδ

Ci

N
∑

n=1

αi[n] log2

(

1 +
Piγ0

αi[n]zi[n]

)

> η, ∀i, (21)

K
∑

i=1

αi[n] 6 1, αi[n] > 0, ∀i, n,

where the term zi[n] , max(‖q[n] − si‖2, d2min) is a constant with respect to αi[n] and η for given
Q = {q[n]}. Therefore, the LHS of (21) is a concave function of αi[n]. Combined with the linearity of
the objective function and other constraints, we can deduce that problem (P1.4) is convex. Therefore, it
can be easily solved by CVX toolbox in MATLAB.

4.2.2 Trajectory optimization with fixed bandwidth allocation

When A is given, problem (P1.3) is correspondingly transformed to

(P1.5) max
η,Q

η

s.t.
Bδ

Ci

N
∑

n=1

Ri[n] > η, ∀i, (22)

‖q[n+ 1]− q[n]‖2
δ2

6 V 2
max, n = 1, . . . , N − 1, q[1] = q[N ],

where Ri[n] is given by Eq. (17). Note that, constraint (22) is not convex. However, it is not difficult
to verify that Ri[n] is a convex function of the term max(‖q(t) − si‖2, d2min). Hence, we are able to
transform constraint (22) to a convex one by introducing a concave lower-bound of Ri[n] with respect to
q[n], similarly as in [29, 30]. For this purpose, we first propose the following result.
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Lemma 2. For a given trajectory Ql , {ql[n]}, Ri[n] can be lower bounded by R̂i[n] with

R̂i[n] , αi[n] log2

(

1 +
Piγ0

αi[n]zli[n]

)

− φl
i[n](zi[n]− zli[n]), (23)

where

zi[n] = max(‖q[n]− si‖2, d2min), zli[n] = max(‖ql[n]− si‖2, d2min), φl
i[n] =

αi[n]Piγ0 log2 e

zli[n](αi[n]zli[n] + Piγ0)
.

Proof. Please refer to Appendix A.
It is easy to see from Lemma 2 that Ri[n] > R̂i[n] and the equality holds if ql[n] = q[n]. In addition,

we can deduce the following results holds true.

Lemma 3. For a given local trajectory Ql , {ql[n]}, the lower bound R̂i[n] defined in Eq. (23) is
concave with respect to q[n].

Proof. Please refer to Appendix B.
According to Lemma 3, nonconvex constraint (22) in (P1.5) is transformed to a convex one. Hence,

we can obtain a lower bound of the optimal value of problem (P1.5) via solving the approximate problem

(P1.6) max
η,Q

η

s.t.
Bδ

Ci

N
∑

n=1

R̂i[n] > η, ∀i, (24)

‖q[n+ 1]− q[n]‖2
δ2

6 V 2
max, n = 1, . . . , N − 1, q[1] = q[N ].

With convex objective function and convex constraints, problem (P1.6) is convex, which can be solved by
standard convex optimization techniques such as the CVX toolbox [33]. Notice that, the optimal solution
of problem (P1.6) is a lower bound of that of problem (P1.5). Therefore, we iteratively solve problem
(P1.6) multiple times to improve the quality of the solution.

4.2.3 Iterative bandwidth allocation and trajectory optimization

According to the above arguments, we summarize the BCD based algorithm for approximately solving
problem (P1.3) in Algorithm 2. Note that, (P1.4) and (P1.6) are convex, which are both solved optimally.
Since the objective function value η of problem (P1.3) is monotonically non-decreasing in each iteration
and upper bounded, then the sequence {Ql} obtained by Algorithm 2 can converge to a locally optimal
solution of problem (P1.3) following the analysis similar to [29].

Algorithm 2 BCD based algorithm for (P1.3)

Input: A given T , initial trajectory of the Ferry UAV Q0, prescribed thresholds ǫ1 > 0, ǫ2 > 0, l = 0.

Output: Ql, Al, ηl.

1: while ηl+1−ηl

ηl > ǫ2 do

2: For given Ql, obtain Al+1 by solving problem (P1.4);

3: Initialize the inner iterative index r = 0 and the inner initial trajectory Ql,0 = Ql;

4: while ηr+1−ηr

ηr > ǫ1 do

5: For given Al+1 and Ql,r , obtain Ql,r+1 and ηr+1 by solving problem (P1.6);

6: r = r + 1;

7: end while

8: Ql+1 = Ql,r , ηl+1 = ηr;

9: l = l + 1;

10: end while

The computational complexity of Algorithm 2 depends mainly on the resolutions of (P1.4) and (P1.6).
Since problem (P1.4) and problem (P1.6) are both convex programmings with KN + 1 variables, we
can solve them by employing a primal-dual interior point method, whose computation complexity is
O((KN + 1)3 log(ǫ−1)) with ǫ being the accepted duality gap. Supposing that the number of iterations
in the outer and inner loops are L1 and L2 respectively, the total computation complexity for the BCD
based algorithm can be calculated as O((L1 + L1L2)(KN + 1)3 log(ǫ−1)). Therefore, the proposed BCD
based algorithm runs in a polynomial time.
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4.3 TSP based initial trajectory design

For the proposed BCD based algorithm in Algorithm 2, its convergence results generally depend on the
Ferry UAV trajectory initialization [29]. Thus, it is important to provide a proper initial trajectory of
the Ferry UAV. In this section, we propose the TSP based 3D trajectory initialization referring to [29].

Recall that the location of Super-CH i is denoted as si ∈ R
3, i ∈ U . We first determine the opti-

mal visiting order of all Super-CHs by minimizing the traveling distance to visit all Super-CHs for the
Ferry UAV. This is actually the classic traveling salesman problem (TSP) [35], which is NP-hard. Nev-
ertheless, there exist various algorithms obtaining high-quality approximate solutions with an affordable
computational time [35]. Subsequently, based on the locations of all Super-CHs, we acquire the minimum
traveling time Ttsp and the optimal visiting order π̂ , [π̂(1), . . . , π̂(K)], where π̂(i) stands for the index
of the Super-CH which is the i-th one to be visited.

Next, for a given flight time T , we will discuss how to generate a Ferry UAV’s initial trajectory, which
is partitioned into two cases depending on whether T is larger than Ttsp, as follows.

4.3.1 Case 1: T > Ttsp

In this scenario, T is larger than the Ttsp, so the Ferry UAV can arrive at each Super-CH within T . Then,
the remaining time T − Ttsp is spent by the Ferry UAV to stay around the Super-CHs. Assume that the
Ferry UAV only collects data from Super-CH i when their distance attains the minimum safe distance,
that is to say, Super-CH i only transmits data with the maximum instantaneous achievable rate. To
determine the residence time allocation T̃i among Super-CH i, denote T̄i as the time required for the
Ferry UAV to satisfy the throughput requirement of Super-CH i. Then we obtain

T̄i =
Ci

B log2

(

1 + Piγ0

d2
min

) , ∀i. (25)

Subsequently, the total residence time T − Ttsp can be proportionally divided among the Super-CHs. As

a result, the residence time of Ferry UAV at Super-CH i T̃i can be formulated as

T̃i =
T̄i(T − Ttsp)
∑K

y=1 T̄y

, ∀i ∈ U . (26)

Combining the optimal visiting order π̂ with the residence time allocation in (26) for each Super-CH, we
can obtain the initial trajectory Q0 in the case of T > Ttsp accordingly.

4.3.2 Case 2: T < Ttsp

For this case, the Ferry UAV is not able to reach all Super-CHs. To construct a feasible initial trajectory,
we first specify a spherical region for each Super-CH, which is centered at the corresponding Super-CH
with radius r. Then, via designing the Ferry UAV trajectory and radius r properly, we hope to minimize
the Ferry UAV traveling distance while the Ferry UAV is guaranteed to reach each spherical region.
Similar to [29], the problem could be expressed as follows:

(P2) min
r,q(t),Ttr

Ttr

s.t. min
06t6Ttr

‖q(t)− si‖ 6 r, ∀i ∈ U , (27)

‖q̇(t)‖ 6 Vmax, ∀0 6 t 6 Ttr, q(0) = q(Ttr), (28)

where constraint (27) ensures that all spheres for Super-CHs can be traversed by the Ferry UAV, because
there exists at least one time instant t such that the distance between Ferry UAV and Super-CH i does
not exceed r. For fixed radius r, define the optimal objective function value of (P2) by T ∗

tr(r). We can
easily deduce that T ∗

tr(r) is a non-increasing function of r. Therefore, we turn to solve (P2) with a fixed
r to obtain the corresponding T ∗

tr(r), and then adopt the bisection method to search for the optimal r∗

such that T ∗
tr(r

∗) = T . Next, we convert to solving (P2) with arbitrary fixed radius r.
Based on Lemma 2 in [29], the optimal trajectory q(t) in problem (P2) only contains connected line

segments. Thus, for arbitrary given r, we can reduce problem (P2) to optimizing waypoints inside spheres,
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which are actually the starting and ending points of line segments, and finding optimal permutation order
π = [π(1), . . . ,π(U +V )]. Denote gi ∈ R

3 as the waypoint inside the sphere for Super-CH i, i ∈ U . Then,
the traveling time required by the Ferry UAV is

Ttr({gi},π) =
∑K−1

i=1 ‖g
π(i+1) − g

π(i)‖+ ‖g
π(K) − g

π(1)‖
Vmax

. (29)

Correspondingly, problem (P2) is converted to

(P2.1) min
{gi},π

Ttr({gi},π)

s.t. ‖gi − si‖ 6 r, i ∈ U . (30)

Referring to [29], problem (P2.1) is NP-hard, but we can efficiently obtain its suboptimal solution by
standard convex optimization techniques with letting π = π̂.

On basis of Cases 1 and 2, for a given flight time T , the initial trajectory of Ferry UAV can be designed
as Algorithm 3. According to [29], the corresponding computation complexity is O(K3.5).

Algorithm 3 Initial trajectory design for given T

Input: A given T , locations of Super-CHs {si}.

Output: r, the initial trajectory.

1: Solve TSP to obtain minimum traveling time Ttsp and optimal visiting order π̂ based on {si};

2: if T > Ttsp then

3: Design initial trajectory based on Case 1;

4: else

5: Let rl = 0, ru be sufficiently large and tolerance ǫ > 0;

6: while |Ttr − T | 6 ǫ do

7: r = (rl + ru)/2;

8: Solve problem (P2.1) with visiting order π̂ to derive traveling time Ttr and waypoints {gi};

9: if Ttr > T then

10: Let rl = r;

11: else

12: Let ru = r;

13: end if

14: end while

15: Construct the initial trajectory based on {gi};

16: end if

5 Numerical simulations

In this section, numerical examples are carried out to evaluate the performance of our proposed ap-
proaches. We first apply the modified k-means algorithm in Algorithm 1 to choose one Super-CH UAV in
each area, and then utilize the BCD based algorithm in Algorithm 2 to design the optimal 3D trajectory
of the Ferry UAV based on positions of selected Super-CHs.

5.1 Clustering and the Super-CH selection

Assume that all UAVs are divided into K = 6 areas based on the geographic location, and there are
respectively {100, 120, 140, 160, 180, 200} UAVs to collect data from the grounds in each area. Within
each area, these UAVs are randomly and uniformly distributed. Meanwhile, the packet size is set to
m = 1024 bits, and the transmission rate of each UAV is µ = 10 Mbps.

According to the numbers of UAVs in areas 1 to 6, we first obtain the optimal numbers of CHs in
areas 1 to 6 as {10, 11, 12, 13, 13, 14} from Eq. (5). By implementing the modified k-means algorithm
in Algorithm 1, the obtained clustering result of each area is depicted in Figure 2. The corresponding
locations of 6 super CHs in areas 1 to 6 are
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Figure 3 (Color online) Clustering of UAV swarms in

area 6.
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Figure 4 (Color online) Transmission delay with different numbers of CHs in area 6.

where the i-th column represents the location of the Super-CH in area i. Notably, in order to clearly
show the clustering results of 6 areas in one figure, we remove the altitude difference among them. The
blue dots represent the CMs, green dots represent the CHs, and red dots represent the Super-CHs in
areas 1–6. Intuitively, since UAVs are randomly and uniformly distributed in each area, the Super-CH is
better to lie at the center of each area for gathering data. As can be seen from Figure 2, each Super-CH
approximately lies at the center of each area, which is consistent with the intuition.

In particular, for clarity, we detailedly illustrate the clustering results of UAV swarms of area 6 in
Figure 3 as an example. We can clearly observe that each CH is uniformly distributed among CMs, while
the Super-CH is almost at the center of area 6. It is responsible for gathering data of the total area where
all UAVs are randomly and uniformly distributed.

Moreover, in order to show the effect of the number of CHs versus the transmission delay, we also
plot the transmission delay with different number of CHs in area 6 as an example. It is easily seen from
Figure 4 that the optimal number of CHs is consistent with the theoretical results S = 14.

5.2 3D trajectory optimization

After the locations of Super-CHs are obtained, we will design the 3D optimal trajectory for the Ferry
UAV according to positions of selected Super-CHs. The main simulation parameters of this subsection
are listed in the following Table 2.

The locations of Super-CHs are shown in Figure 5(a) with Super-CH i being the Super-CH in area i,
i = 1, ..., 6. We suppose that all Super-CHs have equal throughout requirement, i.e., C = Ci, i ∈ U . In our
simulation experiments, we will consider two cases with small and large throughout requirements, which
correspond to C = 300 and C = 1500 Mbits, respectively. For comparison, we also design the optimal 2D
trajectory of Ferry UAV with the fixed altitude equal to the maximum height of Super-CH UAVs plus
the minimum safe distance dmin. When designing an initial trajectory, by solving the corresponding TSP
with Super-CHs’ locations obtained in Subsection 5.1, we can obtain that the minimum traveling time
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Table 2 Main simulation parameters

Parameter Value Parameter Value

Total bandwidth: B 10 MHz
Minimum safe distance between the Ferry

UAV and Super-CH UAVs: dmin
50 m

Noise power spectrum density: N0 −169 dBm/Hz Time step length: δ 4 s

Channel power gain at the reference dis-

tance of d0 = 1 m: λ0
−50 dB Thresholds in Algorithm 2: ǫ1, ǫ2 10−2

Transmit power of each Super-CH: Pi 10 dB Threshold in Algorithm 3: ǫ 10−3

Maximum speed of the Ferry UAV: Vmax 50 m/s
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Figure 5 (Color online) Ferry UAV trajectories with throughput requirement C = 300 Mbits. (a) Optimal 2D trajectory with

fixed altitude; (b) optimal 3D trajectory.

under TSP Ttsp are 459 and 453 s for 2D and 3D trajectory optimization, respectively. Meanwhile, the
optimal visiting order π̂ are [3, 4, 5, 6, 1, 2, 3] and [4, 3, 2, 1, 6, 5, 4] in 2D and 3D cases, respectively.

First, when the throughput requirement for each Super-CHs is set as C = 300 Mbits, the optimal 3D
trajectory and the optimal 2D trajectory together with their corresponding TSP based initialization are
depicted in Figure 5. As can be seen from Figure 5, for low rate requirement, the Ferry UAV can complete
the data collection without having to reach each Super-CH. The corresponding minimized completion
time of optimal 2D and 3D trajectories are obtained as 350 and 319 s, respectively. Therefore, our
proposed 3D trajectory optimization is superior to 2D trajectory optimization with fixed altitude.

When the throughput requirement increases to C = 1500 Mbits, we display the optimal 3D trajectory,
optimal 2D trajectory and their corresponding TSP based initialization in Figure 6. As shown in Figure 6,
the Ferry UAV needs to arrive at each Super-CH to meet the throughput requirement. The corresponding
completion time of optimal 2D and 3D trajectories for the TSP based trajectory initialization are 1018
and 469 s, respectively. Hence, the 3D trajectory optimization also admits better performance than the
2D trajectory optimization.

Furthermore, for 2D and 3D trajectory optimizations, Figure 7 illustrates the mission completion
time with different throughput requirements. We can observe that, the mission completion time for the
3D trajectory is always shorter than that of the 2D trajectory. Therefore, our proposed 3D optimal
trajectory design admits better performance than the 2D optimal trajectory design. In particular, when
the throughput requirement gets larger, the performance improvement of the 3D trajectory optimization
is more obvious compared with the 2D trajectory optimization.

6 Conclusion

In this paper, we have studied a low latency clustering and 3D trajectory design for the large-scale UAV
swarms, where numerous UAVs collect data from the ground and the Ferry UAV gathers all UAVs’
data together. Specifically, we have divided the UAV swarms into multiple areas based on the geographic
location. To facilitate the Ferry UAV’s data collection, we have selected a single Super-CH in each area to
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Figure 6 (Color online) Ferry UAV trajectories with throughput requirement C = 1500 Mbits. (a) Optimal 2D trajectory with

fixed altitude; (b) optimal 3D trajectory.
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gather all data of the area, and thereby the Ferry UAV only needs to collect data from several Super-CH
UAVs. Specifically, we have first determined the number of CHs by optimizing the transmission delay,
and then applied a modified k-means algorithm to select corresponding CHs as well as the unique Super-
CH among CHs in each area. Subsequently, we have proposed a BCD-based iterative approach to design
the optimal 3D trajectory of the Ferry UAV such that its completion time of data collection from Super-
CHs could be minimized. Numerical simulations show that, the low latency clustering and the modified
k-means algorithm can efficiently select Super-CHs, while the proposed 3D trajectory optimization of the
Ferry UAV is superior to the 2D trajectory optimization with fixed altitude. For the future work, we will
consider the spectrum sharing and coordination between aerial UAVs and ground BSs for the large-scale
UAV swarms in 5G and beyond wireless networks.
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Appendix A Proof of Lemma 2

The proof of Lemma 1 is quite similar to that of Proposition 1 in [29]. Let f(z) = log2(1+ c
z
) with c =

Piγ0
αi[n]

> 0. It is not difficult

to verify that f(z) is a convex function with z > 0. Then, f(z) can be globally lower-bounded by its first-order Tayler expansion

at any point z0
1). That is, we have

f(z) > f(z0) + f ′(z0)(z − z0), ∀z, (A1)

where

f ′(z0) =
−c log2 e

z0(z0 + c)
.

Consequently, letting z = max(‖q[n]− si‖
2, d2

min) and z0 = max(‖ql[n] − si‖
2, d2

min), it completes the proof.

Appendix B Proof of Lemma 3

Recalling the expression of R̂i[n] in (23), only the term −φl
i[n]zi[n] involves q[n]. We can easily obtain the convexity of zi[n] =

max(‖q[n] − si‖
2, d2

min) as the maximum of convex function ‖q[n] − si‖
2 and a constant d2

min. Combined with −φl
i[n] < 0, it

immediately yields the concavity of −φl
i[n]zi[n] as well as R̂i[n].

1) Boyd S, Vandenberghe L. Convex Optimization. Cambridge: Cambridge University Press, 2004.
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