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Abstract In this paper, a general resource distribution game with a hierarchical structure on the bipar-
tite graph is proposed. In this system, the game is divided into two interacting levels, the agent level and
the group level, with negotiations taking place on both levels. Each agent can belong to multiple groups,
resulting in a system topology with a bipartite structure. On the agent level, decisions are based on the
greedy principle, with the game being a state-based potential game. In contrast, some participants on
the group level behave more “smartly” and are more likely to adopt a sophisticated strategy maximizing
their personal interest. Strategies on both levels are based on distributed protocols, and the social welfare
increases as the system approaches a Nash-equilibrium point. The designed protocols are theoretically an-
alyzed from stability and efficiency. Furthermore, a reinforcement learning algorithm is introduced in the
group level, where the smarter players are allowed to refine their strategies in the multi-step decision-making
process by learning from historic game outcomes. In theory and according to simulations, agents with the
learning behavior improve not only their personal interest but also the efficiency of the systemic resource
distribution.
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1 Introduction

The theory of nature selection is one of the most fundamental research topics inspired by the evolution
of animals. Its application seems ubiquitous, ranging from natural communities to human societies and
some artificial systems [1-8]. One key idea of nature selection is that a group evolves as a whole, and
the population structure plays a much more important role than just a gathering of individuals. Many
studies focus on the cooperation and altruism behaviors in evolutionary systems. It has been suggested
that, the strategy of cooperation is more preferred by individuals in certain population structures than
others [2,5, 8], whereas social properties such as reputation, reciprocity and kin selection have certain
effects on individual behaviors within a system [6,9-12]. The majority of evolutionary cooperative models
are based on complex networks. In traditional networks, all interactions in a system are modeled as
pairwise connections between vertices, each of which denotes an individual. Despite its simplicity, the
network approach facilitates the study of multiple individual interactions in complex systems [2,6,13,14].

However, the pairwise connections in traditional networks cannot represent some complicated struc-
tures. Hence, networks with more sophisticated architectures such as multi-layer, multiplex and bipartite
networks have gained a lot of attention in recent years [15-18]. The bipartite network is proved to be an
intuitive and elegant model for systems such as citation and actor networks that feature triple or multiple
connections between individuals [15-18].

Any economy system is essentially an ecosystem in many ways. In particular, the development of
markets in social systems is the result of mutual selections between multiple producers and consumers,
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employers and employees. Different behaviors of partners are driven by self-interest and the market
regulation, also known as the invisible hand, which in theory helps non-cooperative crowds to achieve
a good commercial order and an optimal resource distribution. However, this mechanism has not been
thoroughly studied yet. In the field of artificial system optimization, many solutions are inspired by the
principles of natural systems [19,20]. While designing a centralized control protocol is essential for some
gigantic systems, distributed protocols are often more robust and cheaper to design. Inspired by the
market law, models based on game theory are widely adopted in designing efficient and decentralized
control protocols. The target in a game-based model is to maximize the global optimization target
by encouraging each agent to maximize its private utility function. The strategic set of agents can be
complicated, and the relationship between individual agents is more than just cooperation or defection.
On the one hand, all agents have a common global optimization target, which is the sum of all local utility
functions. If the game is a convex potential game [21], a Nash-equilibrium point satisfies the first-order
Karush-Kuhn-Tucker (KKT) condition [22-26]. Even if agents are non-cooperative, and only concern
about their personal utility functions, their selfish behavior promotes the overall welfare, pushing the
overall system to a global optimization solution. Some non-convex systems can be modeled as state-based
potential games, allowing the equilibrium points to be adjusted by tuning model parameters, avoiding
the solution being trapped in local optimal solutions [26]. On the other hand, agents would compete for
scarce resources, and their selfish behavior may harm the social welfare, which is familiarly known as “the
tragedy of the commons”. One widely studied challenge is the resource distribution problem, derived
from the real-world economic dilemma how selfish agents must negotiate to allocate the scarce resources
efficiently. Agents typically use greedy algorithms to maximum the local utility functions, making it
difficult to guarantee an efficient global solution. Some promising studies focus on the Lagrange method
and bidding protocol. The transparent auction is a distributed greedy algorithm guaranteeing the resource
consumption boundary, which deserves a further study [27,28]. One of the problems with this algorithm
is that the result of the auction does not guarantee the global efficiency even if the Nash-equilibrium is
reached [27]. When the population is small, a weight modification has to be imposed on the price function
of each agent, which makes the algorithm not fully distributed. The idea of the weight control method is
also applicable to some distributed solutions of combinatorial optimization problems. For example, the
minimum vertex cover problem in graphs is extended to the weighted vertex cover problem [29]. This
constraint can be neglected when a system is sufficiently large. However, not much research has been
done toward theoretical analysis of the relationship between the system size and its efficiency.

The bipartite graph opens up a new way of studying complex game theoretic systems, while its com-
bination with the bidding and other restricted optimization protocols has not been fully studied yet.
In the bipartite graphs, vertices have two hierarchies, and their interactions are more complicated than
in traditional networks. In many previous studies, agents are considered to be either greedy (i.e., only
concerned about the current information) or smart (i.e., learning from history). However, in a game with
hierarchical structure, agents in different layers may have different behaviors. If an agent is smart, it
realizes that the strategies adopted in current step may have long-term effects to the future payoff, and
while the long-term utility function cannot be calculated directly, it can be estimated from the history.
Reinforcement learning algorithms have been proved to be an efficient tool for such multi-step games,
especially in complex systems [30-35]. Hence this study focuses on applying reinforcement learning to
games that can be represented as bipartite graphs.

In particular, the model proposed in this paper is based on the state-based potential game with a
hierarchical structure. On the lower level, agents are greedy and short-sighted. On the upper level, the
state parameters are adjusted by “smart leaders” using a reinforcement learning algorithm. Hence, the
topology of the system is considered to be a bipartite graph with two levels, the agent level and the group
level.

The rest of the paper is organized as follows. The game is proposed and discussed in Section 2 first.
The protocols for the game on both levels are defined, and the learning behaviors of the game participants
are designed next. Then, the stability and efficiency of the employed distributed algorithms are studied.
Finally, the simulation results are presented to verify the improvement of the systematic efficiency brought
by the “smart leaders”.
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Figure 1 Connection topology of the proposed model, where groups (upper level) and agents (lower level) form a bipartite graph,
and the links exist only between these two sets.

2 Model definition and main results

2.1 Game introduction

The model proposed in this study can be presented as a bipartite graph, with its vertices divided into
two sets: agents and groups. Let V¢ = {vf, 05, ... ,v;g} denote the set of group vertices, and V¢ =
{vf,vs,...,v5 } denote the set of agent vertices. The edge set is denoted by E2 C V® x V¢, with each
edge associating an agent with a group. All agents connected to the same group vertex belong to the
same group. For each agent i € V*, N; = {k € V°| (i, k) € E} is called its neighbor set, which comprises
all groups it belongs to. For each group k € V¢, N, = {i € V* | (i,k) € E} is called its neighbor set,
which comprises all agents it contains. The proposed model is illustrated in Figure 1.

Agents are free to choose their strategies from a strategy set A £ {ay,as,...,an, }; mixed strategies
are allowed. For each agent i € V', the preference for strategy a € A is p{, where 0 < pf < 1 and
> acaP{ = 1. The mixed strategy of an agent i is denoted by p; £ [pi,pde, ... ,p?"“]T.

For each group k € V¢, the payoff depends on the strategies of all the agents it contains. Each strategy
a has an independent contribution U} to the group’s utility function Up(-), which is defined as

Uep*) £ ) U (), (1)

a€A

where pr = {p; | i € Ny} and p? £ {p¢ | i € Ni;} contain only the local information within Nj.

For each agent i € V', its utility function wu,(-) is the linear combination of the payoff of all neighbor
groups:

ui(p) £ Y wilUilpe) = ) Y wili (), (2)
kEN; keEN; acA

where the weight w{ is a non-negative value. As wj increases, U} weights more in the agent’s utility
function, and the agent’s preference is affected by its utility function accordingly. For each strategy
a € A, all its relevant weights sum up to the positive value K, namely

Y wp =K (3)

keve

According to Eq. (3), each strategy has equivalent “importance” from the systematic view. However,
the weights of strategies in each group may be different, resulting in the agents in different groups having
different preferences of strategies. When each wj is fixed, the outcome depends only on the actions of
the agents, and the game can be presented as a one-layer network. However, if the weights vary over
time, or they are determined by group nodes with some competitive protocols, then the game’s outcome
is determined by the actions of the nodes in both layers, and the game has a two-level hierarchy.

With this model, a variety of nonlinear problems can be addressed via the choice of utility functions
Ui (+). For example, Eq. (4) can present a model similar to the Kelly’s route competition game [19], if
we properly define the limit parameter Ci' > 0 of the resource 7 and the weight parameter hf > 0 of the
route a:

Ui (pi) = hi; min {C7pf'} . (4)
1€ Ny,
Alternatively, we can get the maximum coverage problem represented as

Uk (pk) = max Ciipf, (5)
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or the probability consensus problem represented as

Uret) = ] »t- (6)

1€ Ny

In the probability consensus problem Eq. (6), Uf can be viewed as the probability of the route k to be
“connected” under some channel a € A.

One interesting property of the model Eq. (6) is that for each group k, Uk(pr) = 1 if and only if any
local consensus state is reached (i.e., Ja € A, Vi € N, p¢ = 1). In any other cases, the reward is inferior
than in the consensus case because

=11 <sz> > T 28 = Unlon). (7)

i€ENL \a€A ac€Ai€Ny

Hence, the consensus state is the optimal condition for both levels. However, a global consensus may
not be easily reached providing that independent decision makers have different neighbors, while the
individuals with different preferences compete with each other. To analyze these complex situations,
we propose a two-level model comprising the agent level, where members make direct decisions using a
greedy behavior, and the group level, where members try to indirectly influence the neighbor agents in
the future games and exhibit a learning behavior. These two levels are described below in turn.

2.2 Problem formation on the agent level

On the agent level, given a set of all group weights and all strategies of other agents, if an agent i adopts
a pure strategy a € A, the agent’s payoff is

i) = Z wi H J 2 I (8)

keN; JENK,jF1

where p; denotes the strategy of player j, who belongs to the neighbor set of 7, and p_; denotes the
current strategies of all members in the agent level except agent i. When the agent ¢ adopts a mixed
strategy p;, the agent’s utility function can be written as

i(pisp—i) = > plui(a,p_i) 9)

acA

In other words, each utility function u;(p) is a linear combination of the agents’ pure strategy payments.

At each step, the agent i might have the motivation to adjust its strategy p; to achieve a higher
reward. The system’s Nash-equilibrium is the state where no agent has such a motivation. One stable
Nash-equilibrium point is a solution of p;s satisfying the following condition:

Di —argrr;axuz(pl, —i) st sz (10)
acA

For any state deviating from the Nash-equilibrium, the strategy of each agent p;, may be improved
using its local information. For a given agent, since its probabilities to adopt each strategy sum up to 1,
the set of values [¢¢] C R can be defined to satisfy the following conditions:

a

p‘.l = =, (11)
DY
G = flgi,ui), (12)
where ¢fs are non-negative and the function f satisfies f(0,u?) = 0. One reasonable choice is to set
fl@#,u?) = ¢?u?, which would result in the p; being updated according to the following replicator
equation:
P=a Y pipf(uia,poi) — uib,p-i)) = apf (ui(a, p—i) — ui(pi,p—i)) = apf (gl (t),  (13)

beA
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where g¢(t) = wu;(a,pi(t)) — ui(pi(t)). Eq. (13) has the formation of the replicator dynamic equation;
hence the solution would remain on the simplex ) ., p§(t) = 1, and if 0 < p;(0) < 1, the continuous
dynamic equation guarantees 0 < p;(t) < 1 for any ¢ > 0.

In large systems, agents typically update their states and strategies asynchronously. At the beginning
of each interval t, = nT, the agent ¢ has the opportunity 0 < § < 1 to update itself during the
interval [t,,t,4+1). When the system is large and 6 is sufficiently small, the update can be viewed as
asynchronous. The asynchronous update sequence [iy,,iy,,...] of all time intervals is called the agents’
updating sequence.

For the updating agent ¢ = i;, at time ¢t € [t,,, t,+1), its personal profit is achieved greedily by modifying
the strategy according to the replicator dynamic in Eq. (13):

P(t) =a > pl(t)ph(t)gs®, (14)

beA

where the parameter

g &N (wpUf(a,p—i(tn)) — wpUR(b, p-i(tn)))
keN;

is viewed as a constant during the time interval [t,,, t,41).

Under this dynamic setup, each agent makes decisions only based on local information and in a dis-
tributed manner. As the greedy motivation of each agent does not necessarily promote the global welfare,
there is no guarantee that the system would get close to any equilibrium conditions. This leads to the
first question of this study, whether the asynchronous update protocol under Eq. (14) guarantees the
system to reach any Nash equilibrium point, given that the parameters of each group level are fixed.

2.3 Problem formation on the group level

According to the behaviors in the agent level, a higher /lower group weight wj € W® encourages/discoura-
ges the agents in a group k to select a strategy a. For the private interest of each group, the allocation
of group weights does not directly affect its payoffs. However, since agents take these parameters into
consideration according to Eq. (2), groups with higher weights are more likely to reach a local consensus.
While the sum of weights of one strategy in all groups is fixed, its allocation is crucial for the com-
petitiveness of that strategy. The game on the group level is similar to the board of Go, where each
strategy has its own domain. Focusing on a strategy may expand its domain across the groups. Hence,
more weights should be allocated to one group node if this node brings about larger marginal revenue.
If the utility function of each member is known beforehand, a centralized control protocol can be more
appropriate, with each parameter being allocated using a tailored optimization algorithm. However, the
individual utility functions in most real systems are private information; hence, a distributed protocol
is more practical in such situations. The task of the weight allocation problem is to find the efficient
assignment of group weights {w{ | k € V°} for each strategy a in a distributed manner.

First, we assume that each private payoff function f{(wf) is known by each member, which is its
estimation of the utility function in future game. The members can negotiate for the weight allocation by
the means of “transparent auction” mechanism: considering the following general distribution problem
with global constraints.

Fa a é a a t. 1T a _ Ka 1

max F(w?) £ 3 fi(wi) st 1w : (15)
keVe

where w? £ [w w2, ..., w“”A]T, and K% > 0. At each time step, the auction requires each group k to

offer a bid s} > 0 for a portion of K. Group k finally gets a portion w{ of K¢, which is
%k
2 heve S

The allocation w§ is proportional to its bid sf. The bid also involves a cost Cf(s¢). We assume that for
each k, the profit function is smooth, increasing, upper-bounded and concave, while the cost function is
smooth, increasing, and convex. The discounted private payoff is the benefit minus the cost:

Ti(si [ s) = fi(wit) — CR(s5)- (17)

Ke. (16)

wy =
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The Nash-equilibrium of the auction is the condition in which each Jj! reaches a local maximum when
no other individuals change their choices, namely s = argmaxg>o Ji (s | %), Yk € V°.

Since bids are based on personal interest, the Nash-equilibrium is not necessarily a global optimal
solution of F*(w®). The global measurement F}(w®) reveals the overall competitiveness of a strategy a.
According to Eq. (15) its necessary optimal condition is: wy = 0 or f2'(wx) = X where A is a constant.
This condition can be summarized as follows: for any k,h € V¢,

wpwp, =0 or |fi (wg) — f (wp)| = 0. (18)

Based on Eq. (18), an approximated solution is e-close to the accurate one if there exists some ¢ > 0
satisfying that for any pair of groups h, k € V¢,

Wiabn =0 or |fy'(we) — f' (W) < e (19)

In this way the scale of € is the measure of the efficiency of the auction outcome. The smaller € is, the
better the allocation is, while the accurate global solution is just a special case of the e-close solutions
where the lower bound of € is 0.

This entails the main concern on the group level, which is, whether the efficiency of the auction can be
guaranteed in the sense of e-close, given each utility function of the members, and if so, what condition
should be satisfied to get an enough small € value.

The questions formulated for the proposed two-level model are analyzed in Section 3 separately. For
the agent level, the stability is proved using the conclusion of the state-based potential game. For the
group level, the efficiency is proved to have a relation with the system size, while the upper bound of €
can be calculated.

3 Theoretical results

First of all, it can be proved that from the view of any agent in the updating sequence, its utility function
is non-decreasing during its own updating. According to Eq. (14), when a single agent ¢ in the system
updates its strategy p;, the utility function w; changes as follows:

wit) =Y phuila,p—i) =a Y > pi () (uf(a.p-i) - ul(b.p-i))" > 0. (20)

a€A acAbeA

This proves that w;(-) is non-decreasing, and the protocol is greedy from the perspective of agent .
Furthermore, if 11; = 0, for any a,b € A, either p¢p? = 0 or u%(a,p_;) = u’(b,p_;) must be true, which
means that u; reaches the first order KKT point.

From the perspective of the whole system, the function defined as below can be proved to be a potential

function:
Vip)= > D wil (). (21)
kEVE acA
Since 0 < U < 1is true, V(p) is a bounded function.

Theorem 1. Eq. (21) is the potential function for the game on the agent level. Furthermore, the
temporal trace V(t) 2 V(p(t)) is a non-decreasing function and lim; o V (t) = 0.

Proof.  To prove that V(t) is a potential function, it is just necessary to prove that when one single
agent alters its strategy, its utility function and the potential V' (p) are changed for the same value. It is
obvious that V(p) is a smooth function of p, and for any i € V* and a € A,

oV (p)
opy

) 0 )
= E ——wiUp (P ) = = ui(p) = = ui(p).
= apl k k( K) apl ( ) apz ( )

Hence, any change about p¢ would cause V(p) and u;(p) to change for the same value. Thus it completes
the proof that V(p) is a potential function.
From Eq. (20) the temporal trace V' (¢) can be derived as
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Since the value of each parameter 0 < p¢ < 1 is bounded, it is easy to check that both the functions p(t),
V(p) are uniformly bounded. Furthermore, in each time interval ¢ € [t,,,t,+1) where the updating agent
is 7, we have

=ii(t) = Y pruiapoi) = a Y S pEOPL ) (uf (a,p-i) — ul(b,p-))" >0, (23)

acA acAbeA
V=ii(t) =Y puilapi) = a S 3 ple)pb () (uf(a,p_i) — ul(b,p-i))’
acA acAbeA
=a Y ST (BHOPE) + pEORD) (ul(anp—i) — u3<b7p_i>>2 . (24)
acAbEA

All variables in Eq. (24) are uniformly bounded, so V(t) is uniformly bounded in each time interval, which
implies that V(t) is uniformly continuous during all the temporal intervals. Similar to the conclusion of
the Barbalat’s Lemma, if V() is bounded, V > 0 and is uniformly continuous at each temporal interval,
then V(t) must converge to 0.

Remark 1. Barbalat’s Lemma cannot be directly applied to Theorem 1 because V(t) is not continuous
and there is an abrupt switch at the beginning of each time interval. However, the conclusion of Theorem 1
can still be achieved by resorting to the technique similar to the proof of Barbalat’s Lemma. Since V(t)
is uniformly continuous in each interval with the same parameters, if V' — 0 does not hold, namely,
there exist an ¢ > 0 and infinitely many updating intervals each of which contains at least a time point
th € [tny,tn,+1) where h = 1,2,... such that V(t,) > €, then a contradiction would be produced.
Actually, since V(t) is uniformly continuous in all intervals, a unique value § > 0 can be found, such that
at each point tj, € [ty ,tn, +1), and for any t € [t,, ,tn, 11) satisfying [t —t,| < 8, V(t) > €0/2 holds. The
value can be set to satisfy § < T'. For each time point ¢, in the inner of its time interval of length T', a
neighbor domain [75,, 7, + 0] can be found, where 7, < ¢, < 7, + 6, and V(t) > €0/2 always holds in this
neighbor domain. This implies V (15, +0) — V (73,) > €9d/2 for every h, and hence no upper boundary can
be expected in regard to V(t) when ¢ gets infinitely large, which is a contradiction.

According to the properties of potential games, any local maximum point of the potential function
V(p) is a Nash-equilibrium. Furthermore, V' (¢) is non-decreasing according to Eq. (22). Since any upper-
bounded non-decreasing function must converge, V' (¢) must be converge to some value, V (t) — Vp. Since
the updating of agents is asynchronous, the final state is not only associated with the initial state but
also with the updating sequence. If the updating sequence is random, the system would approach an
equilibrium state.

Theorem 2. If the updating sequence is totally random, and the agents update strategies asyn-
chronously using Eq. (14), the system almost surely converges to the set of Nash-equilibrium points.
Proof. In the Nash-equilibrium state p*, each agent must be in the stable or boundary condition;
ie., 4;(p*) = 0 must be true for any i € V% The agent with the largest margin utility can be defined
as Umax(t) = max;0;(t). Since the updating sequence is random, the probability for agent i to be
selected is 1/nq. Since 4; 2 0, E(V(1)) = 32, E(ui(t))/na 2 E(imax(t))/na. According to Theorem 1,
limy_s o0 E(V(t)) =0, 50 limt—, 00 F(lmax(t)) = 0, and for any selected ¢, lim;_, o, @;(¢) = 0 is almost surely
true. Furthermore, according to Eq. (20), @max(p) is the function of p, and is uniformly continuous in
the domain, so it is almost surely true that p converges to the set of points where u; = 0, which is the
set of Nash-equilibrium points.

Remark 2. Theorem 2 does not exclude some special conditions in which some agent j € V¢ only
appears finite times in the updating sequence, and there would be no guarantee that 0U;/0p; — 0 as
t — 0, which is required by the Nash-equilibrium condition. However, since the system is finite and the
updating sequence is random, the probability for such event is only 0, and Theorem 2 is almost surely
true.

Theorems 1 and 2 guarantee that since the replicator dynamic is applied, the state of the agent level
would converge to and remain in the Nash-equilibrium, given the weight of each group is constant.
However, when the allocation of weights is updated, the utility functions are modified, driving the system
to a different equilibrium point. This is a kind of state-based potential game defined in the work of
Marden [26]. In previous studies, the state of the system is switched based on the random Markov
process. In this study, a reinforcement learning framework is applied by each group that leads to a
higher overall welfare. Furthermore, the weights would be optimized at early stages of the game before
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any equilibrium state is approached, if the group nodes can repetitively learn from experience and the
protocol is efficient. Although the agents are greedy, their actions are predicted by the sophisticated
group members, and hence the final state is selected with caution prospectively.

In the group level, the following conditions are assumed to be true: (a) for any group k € V¢, its
payoft f{(w) is upper bounded by Nr, namely 0 < ff(w) < Np for any w > 0, and Ny is irrelevant to k;
(b) each payoff function is smooth, satisfying f{(0) = 0, and d f(w)/dw is a positive, decreasing function
when w > 0; (c) each group k shares the same linear cost function, namely Cf(s) = C's, where C' is a
positive constant; (d) the sum of allocated weights K is large enough in respect to the system scale n..
Moreover, there exists some constant M, > 0, such that K* > M,n..

If the assumptions above are true, the efficiency of the group level can be guaranteed using the definition
of e-close. Theorem 3 reveals that the larger the system gets, the more efficiency it could guarantee.

Theorem 3. If the assumptions (a)—(d) are true, the allocation in group level is e-close to the optimal
condition of Eq. (15). Furthermore, € can be infinitely small if the system scale n. expands infinitely
large. In precise, small € can be selected such that € < 2Np/(M,n.).

Proof.  To prove the theory, the essential point is that for any k,h € V¢, the requirement of Eq. (19)
should be satisfied. In the condition of wy = 0 or wy, = 0, Eq. (19) is already true for any ¢ > 0. On
other conditions, i.e., wiwy, > 0, without losing of generality, we assume that s; > s, > 0 for the sake of
simplicity. Since the function f{(w) is concave and f{(0) = 0, for any w > 0, there exists some 0 < ¢ < w
such that f'(¢) = f(w)/w. Since fi'(w) is decreasing, f{'(1)) > f'(w) must be true. This leads to

Fw) < e/ = E T (25)

Moreover, since w is the Nash-equilibrium of the auction and wy > 0, we have

oJ? K*(1 —

0= k"% () = ,‘j'(wk)i( Ur) - C, (26)
05y, E :mEVC Sm
where vy = 51/, cye Sm. This leads to
c . Sm
al meVe
_ . )

k (U}k) F(a(]. 77}]9) ( 7)

Combining Eqs. (25) and (27) derives the conclusion that for any k € V¢,

1 - K*Np

< . 28
L—wvp ~ Cwr ) peye Sm (28)
Applying the condition of Eq. (19) gets the result:
CY eves 1 1 C> . cves |vg — vp|
al al meVe °m meve °om k h
_ - _ = . 29
|fk (wk) fk (wh)| Ka 1— v 11—, Ka (1 —’Uk)(l _Uh) ( )
Since v = v, and 0 < v, + v, < 1, we have
1 Vg + Up
< < 2. 30
1—uvy, V; (30)
Furthermore, we have |vg — vp| < vg. Eq. (29) can be transformed further:
Ve D opcye Sm 2 Vi D cve Sm KeNp
al _ pal <C meV <20 meV
8" ) — ¢ o) meyetm 2 T
2Np K© 2N
- F Vg F (31)

 Mane wi  Mgne

This means that some € < 2Np/(Myn.) can always be found satisfying Eq. (18). This upper boundary
is irrelevant to the choice of k, h. So, as n. gets infinitely large, ¢ — 0 must be uniformly true. Thus the
proof is completed.
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Remark 3. One precondition of the efficiency of the auction is that each partner & must have full
knowledge of its payoff function f! beforehand. However, in multi-step games the payoff function is hard
to estimate for three reasons. First, predicting the future game for multiple steps requires a great deal of
computation. Second, since each partner might only have incomplete information of the whole system,
the prediction is not accurate. Last, the strategies of the members are interdependent, so no one can
make valid prediction of the future personal payoff without fully knowing the behavior of all the other
participants. To resolve this issue, the reinforcement learning algorithm will be discussed in Section 4.

According to Theorem 3, a large margin increase in the payoff curve f7 implies that if a larger weight
wj were allocated to group k, a higher likelihood for the strategy a would be observed from the agents
within the group. In this case, group k should bid more than the rival groups whose margin payoffs are
smaller. If everyone is reasonable and the system is large enough, the result allocation is globally efficient.
This efficiency is affected by the select of the cost parameter C', which is the conclusion of Theorem 4.
Theorem 4. For any local discounted payoff function Ji(s%) = fi(wf) — Csf, the choice of any
parameter C' > 0 leads to the same outcome of the auction.
Proof.  See Appendix A.

Another property of the auction protocol is that no monopoly would come about even if the system is
large. In the equilibrium state, the bid sj, has the property as follows:

szch Sm _ ;?’(UJZ) < &
Ka(l—og) wi
Applying wy, = Kqs%/ >, %,
o_ Nrp ay - NF
sk S 7 (L-w) < & (32)

So despite the system scale, any personal bid s is only upper bounded by Ng/C, which is irrelevant of
ne. In real-world economy systems, the total bid ) i s, is always large, and the effect of s; would
be negligible to the whole. In this case, for each k& where s; > 0, the marginal income is

a/(wa) _ CZmEVC Sm 1 ~ sze\/c Sm.
BTk Ka 1 —wy, Ka

So, the values of f{'(w§)s approximately get consensus to the same value. This explains why the com-
petitions in large markets help build and maintain a fair and efficient economy system.

4 Reinforcement learning for group level strategy

According to the previous discussions, the efficiency of the distributed weight allocation in the group
level depends on the full knowledge about the personal payoff functions beforehand. However, the exact
payoff function is hard to calculate since each group only has incomplete information of the whole system.
Furthermore, calculating the expectation of the long-run payoff in multi-step games is difficult. So the
agents must learn to estimate. If the game is repeated for many times, and each agent keeps the data of
the previous games, a reinforcement learning algorithm can be designed and performed along with the
auction process.

At the time ¢, the target of the learning task for the group k is to optimize the bid s{(¢) for a proper
amount of group weight wf. Since the payoff function is unknown, a @-function could be defined to
calculate the future payoff, as follows:

Qi (Xk(tn), st (tn) = D Y E [1rf(tnta)l Xultn), st (ta)] (33)

where 7{(t) denotes the one-step payoff at time ¢, X} (t) is the local information available to group k at
time ¢, and the discount parameter 0 < v < 1 should be less than one so as to guarantee the convergence
of the learning algorithm. The most intuitive definition of r{(-) is

Tk (tnta) = U (Xi(tnta)) = sk(tnta)- (34)
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This definition balances the payoff and cost.

The current bid sf affects not only the one-step payoff, but also the payoffs in future steps. If all 7{(-)s
are uniformly bounded, the discounted sum Q¢(-) should be a finite value. So the Bellman-equation can
be applied to recursively solve the @-function in each step:

max Qf (Xx(tn), si(tn)) = 7§ (tn) +7 max Q(Xi(tns1), s (tnr1)). (35)

SZ(tn) SZ(tn+1)

The transition from X (t,) to Xi(t,41) is a Markov jump. At every time step, each Markov jump along
with other information can be recorded as a tuple: gf(t,) = (Xi(tn), Xi(tnt1), s¢(tn), ri(tn)). With the
help of these records, the value of Qf(-) can be approximated by training a neural network Qz() As
the record is accumulated along with time, Qz() can be trained online. Selecting the learning scale as
0 < 1 < 1, the value of Q% is updated as follows:

Qi (Xk(tn), st (tn)) < (1= BU)QR (X, s7) + Bu[rfi(tn | tn) + YO (Xi (tns1)s s (tas1))],  (36)

where the s{*(-) denotes the optimal value under the given information, which can be estimated using
Qu): A
Sk (tns1) = argmax o Qi (X (tnt1), 5). (37)

When a better value is updated for the neural network Q%, its parameters are modified to make its
output closer to the better value. To estimate the maximized output of the network Q%(-), another

neural network §%(X) is adopted, whose training target is §7 = arg max, QZ(X ,8). Selecting the training
scale as 32 > 0, the value of 5} is updated as follows:

Q4 (X, 5)

00 - 5700 + 5 74 |
S _za
S—Sk(Xk)

(38)

The learning process in Algorithm 1 can be performed in a variety of forms, for example, all the
groups sharing a neural network, or each group having its own network. The better the neural network is
trained, the smarter the members in the group level would be, and the more global efficiency the system
can achieve.

Algorithm 1 The overall list of the stepwise auction algorithm for the allocation of groups’ weights

From the initial time n = 0, do:

. For each group k € V¢, record the local information as Xy, (t,).

. Each individual offers a bid s, for the auction, using the neural network sj. (tn) = 85, (Xk(tn)).
. Allocate the weight values.

. Wait until the next time step t,41.

. Store the current local information Xy, (t,41).

. Add the tuple (X (tn), Xk (tnt1), s, (tn), 7o (tn | tn)) into the training set.

. Set n < n + 1, go back to step 2.

N O Ut R W N

5 Simulations and analysis on the motivational model

In the simulation, all agents are placed on the 2D periodic lattices. Each group is composed of each K
successive agents along any row, column or diagonal. The lattices and groups are illustrated as Figure 2.

It is obvious that the groups and agents in the lattices have the following properties:

(1) Each group contains the same number of agents, and each agent belongs to the same number of
groups.

(2) There is no boundary on the torus surface, so all groups are equivalent.

In the simulation, the strategy set A = {a1, a2} contains two strategies, and the size of each group
is K = 5. The value p;; € [0,1] denotes the probability of the agent in the i-th row and j-th column
for the strategy ai, so 1 — p;; denotes its probability for as. The size of the lattices is 70 x 70. All
weights of groups are set to constant 1. The dynamic of each agent follows the replicator dynamic in
Eq. (13). The strategy distribution of the agents is illustrated in Figure 3, and the temporal curve of
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Figure 2 Five groups on the lattices when K = 5. Any K successive agents along any direction belong to a common group,
while only 5 groups are illustrated here. One group spans across the bound recursively.

t=2500000

—r

0.0 0.2 0.4 0.6 0.8 1.0

Figure 3 (Color online) The probability of choosing strategy a1 by the agents in the 70 x 70 lattices. The agents’ initial strategies
are selected randomly from the range [0, 1]. The agents in lattices adapt to each other’s strategy by following the replicator dynamic,
until the system reaches the stable state. During the process, agents keep adjusting their strategies trying to get accordance with
their neighbour agents. In the final state, the lattices are divided into several areas based on the strategy preferred by agents in
each area.
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Figure 4 (Color online) The temporal curve of the potential function V (¢), which is a monotonic increasing function converging
to its upper bound.

the system’s potential function is illustrated in Figure 4. It can be seen that in the final state each
agent converges to the pure strategy a; or as. In the next experiment, the game is repeated for several
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Figure 5 (Color online) The total reward of strategies a; and as in the game. The strategy a; (learning strategy) uses
strategically allocated group weights, while strategy as (average strategy) allocates the weights averagely. In this experiment,
strategy a; performs better than strategy asz.
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Figure 6 (Color online) The temporal curves of the total rewards of strategies a1 and as in the system, which are scaled on both
axes. The strategy a; performs the reinforcement learning method, while the strategy as allocates the group weights averagely.
The dashed line denotes the equal points where the rewards on both strategies are equivalent. Most traces end at the right part of
the dashed line, which means that the learning strategy a; acquires higher rewards than the strategy as by large.

times from randomized initial states. Only strategy a; performs reinforcement learning method, while
strategy ao allocates all group weights averagely. The utility of both strategies is recorded along time,
and illustrated as the traces of the points (U (t),U2(t)). The learning algorithm is repeated several
times for learning parameters to converge, and then the multi-step game is performed repeatedly from
random initial states, during which the agent payoffs are recorded. The payoff curve of the strategies in
a single experiment is shown in Figure 5, while the final outcomes from the repeated experiments are
illustrated in Figure 6. In Figure 6, the points with a higher value in the z-label denote a state where
strategy a; is overall preferred, while those with a higher value in the y-label denote a state where as
is overall preferred. From both Figures 5 and 6, it is clear that the payoff of strategy a; is significantly
higher in total. For experiments with or without reinforcement learning method, a comparison of their
final strategy distributions is illustrated in Figure 7.

The better performance of the strategy a; implies a higher efficiency in weight allocation for a; than
for as. Since the system is large and the utility functions are bounded, the condition of Theorem 3 is
satisfied, and the auction protocol based on greedy strategies leads to the result close to the centralized
optimization. Even though the group weights of each strategy sum up to the same value, the allocation
of the group weights about strategy a; is better refined by the competition in the auction and the
reinforcement learning process. So in the agent level, those who adopt a; enjoy the higher payoff by
large, and in the final state, there is more likelihood that a group reaches the consensus of a; than of as.
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Figure 7 (Color online) The final strategy allocation of agents in eight independent experiments is illustrated, where the values
denote the probability of choosing a1 in agents’ mixed strategies. In (a), weights of both strategies are allocated averagely. In (b),
the group weights of a; are allocated using the reinforcement learning algorithm, while the weights of as are allocated averagely.
According to the final states of the agents, each agent trends to choose the same strategy as the neighbor agents in the same groups
do, while groups at distance may not reach the consensus about the strategies, dividing the system into several areas. Furthermore,
in the experiments with reinforcement learning (b), the agents who prefer a; outnumbers the agents preferring as, which suggests
the advantage of a1 because of the more efficient allocation of group weights.

6 Conclusion

This paper presented a two-level game theoretic model of a structured population, adding new features
to the exiting evolutionary game models. In the proposed model, agents are grouped into overlapped
groups, their rewards are connected to the group payoff, and decisions are made on both the agent and
group levels. On the agent level, the decisions are made based on the “greedy” strategy. In particular,
agents assume that the environment remains stable and adjust their individual strategies towards the
maximum of their personal interest. On the group level, long-term strategy programming is performed,
and reinforcement learning is used to help each group adapt to the environment. Furthermore, the
stability and efficiency of the proposed algorithm was analyzed. On the agent level, the game was proved
to be a state-based potential game. On the group level, the auction method was designed and proved to
be efficient when utility functions are bounded and the scale of the population is efficiently large. Several
simulations of the proposed framework are also presented.
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Appendix A Proof of Theorem 4

Proof. We set Jii(sk) = fi(wk) — Cis, Jar(sk) = fo(wg) — Cask, and s1 = [s11,S12,. .., S1n,] is the solutions of Ji;. So
according to the Nash-equilibrium condition we have

-~ OJ1k _ f;:,(wlk)(l 7v1k)Ka —Cy. (Al)

0=
Os1k > omeve Sim

Now we set sp = [s21, S22, ..., S2n.] Where sa, = C1815/C2. This makes v1j, = vor and wyr = way to be the same allocation of
weights. so also satisfies

0Jar [ (war)(1 — vop) K® o — Cy fi'(wig)(1 —vip) K?
= Oy = 22
Osak > meve S2m C > meve Sim

—Cy=Cy—Cy = 0. (A2)

Namely sg is also the Nash-equilibrium of each function Joj(+). Since s1 and sz denote the same allocation, we know that all the
Nash-equilibrium of J; is the Nash-equilibrium of Js, and the inverse proposition holds the same. So the choice between C; and
C5 only affects the scale of the bid si but not the final allocation of the auction.
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