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Abstract The design of a car-following control system is a multiobjective optimization problem that in-

volves issues in rider safety, ride comfort, and fuel economy. This study proposes a hierarchical design of

optimal car-following control where the system is intuitively split into two subsystems with different dy-

namic properties. Specifically, the high-level subsystem is a linear car-following system with a measurable

disturbance of the preceding vehicle’s acceleration, while the low-level subsystem is a nonlinear acceleration-

tracking system with an unmeasurable road slope. In the design of optimal car-following control, the mea-

surable disturbance of the preceding vehicle’s acceleration is considered from a theoretical perspective, and

the unmeasurable road slope is estimated by a novel engineering-oriented approximation method to reduce

the influence of driveline oscillation. The performance of the proposed optimal control scheme is evaluated

through simulation and real-vehicle experiments, which show that the proposed control algorithm provides

a satisfactory road-slope approximation accuracy and that the car-following performance of the proposed

optimal control system is better than that of a factory-installed adaptive cruise controller.
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1 Introduction

With significant developments in the field of intelligent vehicle technologies, an increased number of
advanced driver-assistance systems (ADASs) have been added to vehicles. The longitudinal car-following
control system, which is developed to relieve drivers from operating either on the accelerator or the brake
pedal, is among the fastest-growing ADAS technologies. The design of a car-following control system is a
multiobjective optimization problem that involves issues in rider safety, ride comfort, and fuel economy.

Numerous control methods have been proposed to design a car-following control system. For instance,
Ganji et al. [1] presented a sliding mode controller for a car-following system that applies swarm opti-
mization to tune the controller gains. Nilsson et al. [2] employed polyhedral controller invariant sets to
design a correct-by-construction car-following control system. Yi et al. [3] used a linear quadratic regu-
lator (LQR) to derive a car-following controller. Li et al. [4] and Chu et al. [5] developed car-following
algorithms under the framework of model predictive control (MPC).

Given that the design of a car-following system is a multiobjective optimization problem, among
the aforementioned methods, LQR and MPC are expected to address car-following problems owing to
their multiple-criteria decision-making capabilities [3, 6–8]. However, the huge computational burden
from finding a numerical solution restricts the application of MPC in real vehicles. To the best of our
knowledge, the present LQR formulations do not consider the longitudinal acceleration of the preceding
vehicle from a theoretical perspective. For example, in [3, 7, 8], the acceleration of the preceding vehicle
is treated as a disturbance and, consequently, the derived control law does not contain this acceleration
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information. From the information utilization perspective, ignoring the acceleration information presents
a deficiency because introducing the longitudinal acceleration of surrounding vehicles can help reduce the
collision probability and improve the safety of vehicles [9,10]. In reality, the acceleration of the preceding
vehicle is readily available to the host vehicle. For instance, the acceleration of the preceding vehicle is
estimated by using a Kalman filter [6], while vehicle-to-vehicle (V2V) communication [11] and intervehicle
interaction [12] are used to access this type of information.

In implementing a car-following system for passenger vehicles, one key issue relates to how to com-
pensate for the influence of road-slope variations [7]. The road slope can be obtained from an ADAS
map according to the vehicle positioning information provided by a global positioning system (GPS) [13].
However, it will involve GPS signal loss and positioning error issues [14]. Given that the road slope
cannot be directly measured for a moving vehicle, an alternative way is to estimate the road slope and
use a feedforward strategy to attenuate the influence of road-slope variations. Road-slope estimation
algorithms are generally classified as acceleration- [15,16], GPS- [17,18], and vehicle-model- [19,20] based
algorithms. Unlike the GPS-based estimation algorithm, the acceleration- and vehicle-model-based algo-
rithms require the vehicle speed signal. However, owing to the undamped characteristics of the vehicle
driveline, the vehicle speed is accompanied by periodic fluctuations known as driveline oscillations. Jo
et al. [15] found that the inertial sensor-based road-slope estimation algorithms suffer from an oscillation
problem that deteriorates their estimated performance.

This study proposes a hierarchical design of an optimal car-following control system that is intuitively
split into two subsystems with different dynamic properties. On the one hand, the car-following subsystem
(high level) is linear with a measurable disturbance, while on the other hand, the acceleration-tracking
subsystem (low level) is nonlinear with an unmeasurable road slope. As one of its advantages, this
hierarchical structure allows these two subsystems to be designed independently. The car-following control
system is designed by using an LQR optimal control method where the dynamics of the low level are
taken into account. Meanwhile, the acceleration-tracking control system is designed via a feedforward
and feedback approach where an online slope approximation method is incorporated into the feedforward
item. The interaction between these two subsystems is guaranteed by the longitudinal acceleration of the
vehicle, which is the control reference of the acceleration-tracking control system and the control input
of the car-following control system.

The main contributions of this study are summarized as follows. First, compared with other car-
following controllers that are designed based on the LQR method, the proposed optimal car-following
controller takes the longitudinal acceleration of the preceding vehicle into consideration from a theoretical
perspective to improve vehicle safety. Second, in designing the acceleration-tracking control system, a
novel engineering-oriented road-slope approximation method that can effectively attenuate the influence
of driveline oscillation is proposed. Third, the proposed control scheme is evaluated through simulations
and real-vehicle experiments. The experimental results show that the proposed online road-slope ap-
proximation method achieves a satisfactory road-slope approximation accuracy (the maximal absolute
approximation error is less than 0.8◦) and that the car-following performance of the proposed control
scheme is better than that of a factory-installed adaptive cruise controller (ACC).

The rest of this paper is organized as follows. Section 2 presents the system model including the vehicle
longitudinal dynamics and the car-following model. Section 3 proposes a hierarchical system architecture
and designs high-level and low-level controllers by using different methods. Sections 4 and 5 evaluate the
proposed cruise control scheme through simulations and real-vehicle experiments, respectively. Section 6
presents the conclusion.

2 System model

2.1 Vehicle longitudinal dynamics

The intelligent vehicle under investigation is a production sport-utility vehicle (SUV) driven by a 2.0-L
internal combustion engine (ICE) mated to a six-speed automatic transmission (AT). According to New-
ton’s second law, the longitudinal dynamics of the SUV can be modeled as

κmvav =
Tw − Tb

rw
−

1

2
CDAaρv

2 −mvg(f cos(α) + sin(α)), (1)



Chu H Q, et al. Sci China Inf Sci January 2021 Vol. 64 112201:3

Host vehicle Preceding vehicle

dref

d

a v

δ

ap vp

Figure 1 (Color online) Schematic diagram of a car-following scenario.

where mv is the mass of the vehicle, av is the longitudinal acceleration of the vehicle, κ is the lumped
rotational inertial coefficient, rw is the wheel radius, Tw is the traction torque, Tb is the braking torque,
f is the rolling resistance coefficient, CD is the aerodynamic drag coefficient, Aa is the frontal area, ρ is
the air density, v is the vehicle speed, g is the gravity constant, and α is the slope angle.

The traction torque Tw and braking force Tb are system inputs and do not work simultaneously. The
traction torque Tw comes from the ICE and is governed by

Tw =











ηtI0IgTe, Te > 0,

I0Ig
ηt

Te, Te < 0,
(2)

where I0 is the conversion ratio of the final gears, ηt is the mechanical transmission efficiency, Te is the
engine torque, Ig is the discrete gear ratio, and Ig ∈ {Ig1, Ig2, Ig3, Ig4, Ig5, Ig6}. The braking torque Tb,
which is related to brake pressure Pb and brake system gain Kb [21], can be formed as

Tb = KbPb. (3)

To describe the dynamics of actuators, the dynamic models of the engine torque and brake pressure
are approximated by the following two first-order systems [22]:

Te =
T ∗
e

τengs+ 1
, Pb =

P ∗
b

τbras+ 1
, (4)

where T ∗
e and τeng are the desired torque and time constant of the ICE, while P ∗

b and τbra are the desired
brake pressure and time constant of the brake system, respectively.

2.2 Car-following model

A schematic diagram of the car-following scenario is shown in Figure 1. Two state variables, namely, the
spacing error δ = d − dref and relative speed ̟ = vp − v, are introduced to describe the longitudinal
dynamics between the two vehicles. Here, d is the intervehicle distance between the preceding and host
vehicles, vp is the preceding vehicle speed, and dref is the spacing policy of the host vehicle. There are
two major spacing policies in the car-following scenario, namely, the fixed desired intervehicle distance
and the velocity-dependent spacing policy [23]. In this study, the velocity-dependent spacing policy is
used:

dref = d0 + τv, (5)

where d0 is the desired intervehicle distance when the preceding and host vehicles are at a standstill, and
τ is the nominal time headway. Therefore, the dynamics of the spacing error and relative speed can be
formulated as

δ̇ = ̟ − τav, ˙̟ = ap − av, (6)

where av is the longitudinal acceleration of the host vehicle, and ap is the longitudinal acceleration of the
preceding vehicle. Following the ideas in [6], the longitudinal acceleration dynamics are approximated as
follows by a first-order system:

ȧv = −
1

τi
av +

1

τi
aref , (7)

where τi is the acceleration time constant, and aref is the system input of the host vehicle.
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Figure 2 (Color online) Architecture of the proposed optimal car-following control.

By combining (6) and (7), the continuous-time state-space equation is described by

ẋ = Fx+Guu+Gdd, (8)

where

x =









δ

̟

av









, F =











0 1 −τ

0 0 −1

0 0 −
1

τi











, Gu =











0

0

1

τi











, Gd =









0

1

0









, u = aref , d = ap.

For a convenient controller design, the state-space equation of the car-following system is represented
by a discrete time system using the zero-order-holdmethod. Define state vector x(k) = [δ(k) ̟(k) av(k)]

T

and control input u(k) = aref(k). Then,

x(k + 1) = Ax(k) +Buu(k) +Bdd(k), (9)

where

A =











1 Ts −Tsτ

0 1 −Ts

0 0 1−
Ts

τi











, Bu =











0

0

Ts

τi











, Bd =









0

Ts

0









, d(k) = ap(k),

and Ts is the sampling time. Variable ap(k) can be derived from the preceding vehicle speed by filtering
algorithms or via V2V. Spacing error δ and relative speed ̟ can be directly measured. The longitudinal
acceleration of the host vehicle av can be obtained from the accelerometer by subtracting the effect of
the road slope, namely, av = asen − g sinα, where asen is the measured vehicle acceleration.

3 Hierarchical design of car-following controller

3.1 System architecture

The proposed optimal car-following control is separated into a high-level controller and a low-level con-
troller, as shown in Figure 2. The high-level controller provides an acceleration reference by using an
optimal controller. The tracking of this reference signal is ensured by the lower-level controller, which
determines the engine torque and brake pressure. This separation is necessary because these two control
systems have different dynamic properties. Specifically, the car-following model is linear with a mea-
surable disturbance, while the vehicle longitudinal model is nonlinear with an unmeasurable road slope.
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This hierarchical structure allows these two control systems to be designed independently, thereby helping
reduce the design complexity.

The high- and low-level controllers are designed by using the LQR and feedforward-feedback methods,
respectively. The LQR method takes ride comfort and fuel economy into account and provides humanlike
driving actions. Meanwhile, the feedforward-feedback method is used to offer input references for different
actuators. Given the different response characteristics of the ICE and brake system, two proportional-
integral (PI) controllers with different control gains are used in the error feedback items, and a switching
logic is introduced to schedule these two actuators. Owing to introducing an online road-slope approx-
imation method into the feedforward item, the feedback item becomes a small deviation adjustment,
which is conducive to improving the tracking performance.

3.2 Optimal control design

3.2.1 Quadratic optimal control problem

This subsection presents the formulation of the optimal problem for the car-following scenario. Unlike
the present optimal controllers that do not take the longitudinal acceleration of the preceding vehicle
into consideration as in [3,7,8], the acceleration of the preceding vehicle is used to derive an optimal car-
following controller from a theoretical perspective. Taking into account ride comfort and fuel economy,
the performance index to be minimized is formulated as

J =
1

2

∞
∑

k=0

(xT(k)Qx(k) + uT(k)Ru(k)), (10)

where Q is a (3× 3) symmetric and positive-semidefinite matrix, and R is a (1 × 1) nonnegative scalar.
Defining Q and R as

Q =









q11 0 0

0 q22 q23

0 q23 0









, R = r,

the performance index J becomes

1

2

∞
∑

k=0

(q11δ
2(k) + q22̟

2(k) + 2q23̟(k)av(k) + ra2ref(k)). (11)

Clearly,
• the penalty item q11δ

2(k) + q22̟
2(k) obtains a desired car-following characteristic (i.e., to force

spacing error δ and relative speed ̟ to converge to small values);
• the penalty item 2q23̟(k)av(k) minimizes the fuel consumption; and
• the penalty item ra2ref(k) improves the ride comfort by penalizing the acceleration magnitude.

For a constant-mass system, variables av(k) and ̟(k) correspond to the applied force and the system
speed, respectively. The penalty item 2q23̟(k)av(k) is related to the system power. Therefore, penalizing
this item is related to minimizing the fuel consumption. After careful consideration, the penalty items
q11δ

2(k) + q22̟
2(k) and ra2ref(k) are found to be contradicting. A perfect tracking of the spacing error

δ and relative speed ̟ is often achieved at the expense of fluctuation of the longitudinal acceleration.
Therefore, the choice of weighting coefficients is a trade-off.

3.2.2 Solution

Following the ideas in [24, 25], we introduce the Hamilton function as follows:

H(k) =
1

2
(xT(k)Qx(k) + uT(k)Ru(k)) + λT(k + 1)(Ax(k) +Buu(k) +Bdd(k)), (12)

where λ(k + 1) ∈ R
3×1 is the Lagrange multiplier. To minimize the function H(k), the optimal solution

must satisfy the following conditions [24]:

Ru(k) +BT
u λ(k + 1) = 0, (13a)
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Qx(k) +ATλ(k + 1)− λ(k) = 0. (13b)

By solving (13a) for u(k) and by noting that R−1 exists, we obtain

u(k) = −R−1BT
u λ(k + 1). (14)

Choosing the covector λ(k) as follows:

λ(k) = Px(k) + hd(k), (15)

system disturbance d(k) (the acceleration of the preceding vehicle) can be explicitly included in the
control law (14), where P ∈ R

3×3 and h ∈ R
3×1 are the matrices to be determined. Such a choice makes

the following derivation different from the classical LQR approach.

By referring to (14), (15) and (13b), the optimal control law is given by

u(k) = Kxx(k) +Kdd(k) = −R−1BT
u (A

T)−1(P −Q)x(k) −R−1BT
u (A

T)−1hd(k), (16)

where Kx ∈ R
1×3 and Kd ∈ R are the controller gains. Obviously, the longitudinal acceleration of the

preceding vehicle ap(k) is explicitly included in the optimal control law.

In the optimal control law (16), matrices P and h are to be determined, and we now turn our attention
to finding them. Substituting (15) and (14) into (9) results in

x(k + 1) = Ax(k)−BuR
−1BT

u (Px(k + 1) + hd(k + 1)) +Bdd(k)

= (I +BuR
−1BT

uP )−1Ax(k) + (I +BuR
−1BT

u P )−1(Bdd(k)−BuR
−1BT

u hd(k + 1)). (17)

Substituting (15) into (13b) yields

Qx(k) +AT(Px(k + 1) + hd(k + 1))− (Px(k) + hd(k))

= (Q− P )x(k) +ATPx(k + 1) +AThd(k + 1)− hd(k) = 0, (18)

and substituting (17) into (18) yields

(Q− P +AT(P−1 +BuR
−1BT

u )
−1A)x(k)

+AT(P−1 +BuR
−1BT

u )
−1(Bdd(k)−BuR

−1BT
u hd(k + 1))− hd(k) +AThd(k + 1) = 0. (19)

Eq. (19) must hold for all x(k). We have the following Riccati equation:

Q− P +AT(P−1 +BuR
−1BT

u )
−1A = 0. (20)

By using the relationship of (P−1 + BuR
−1BT

u )(P − PBu(R + BT
u PBu)

−1BT
uP ) = I, the Riccati (20)

can be modified to

P = ATPA−ATPBu(R+BT
u PBu)

−1BT
uPA+Q. (21)

If d(k+1) can be obtained at step k, then we can find the solution of h from (18). Given that the future
information d(k+1) is usually not known at step k, we assume that d(k+1) = d(k). Therefore, Eq. (19)
becomes

(AT(P−1 +BuR
−1BT

u )
−1(Bd −BuR

−1BT
u h)− h+ATh)d(k) = 0. (22)

In this case, the explicit solution of h is obtained as

h = −(AT − I −AT(P−1 +BuR
−1BT

u )
−1BuR

−1BT
u )

−1AT(P−1 +BuR
−1BT

u )
−1Bd. (23)

Note that the derivation from (19) to (23) can be obtained because (13a) and (13b) are necessity
conditions of the optimal solution. We only need to find a solution that satisfies these conditions.
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3.3 Tracking control design based on online road-slope approximation method

The low-level controller amis to track the acceleration reference as accurately as possible. As shown in
Figure 2, the controller contains feedforward and feedback parts. An online road-slope approximation
method is added to the feedforward model to attenuate the influence of the slope angle.

By defining Freq = κmvaref +
1
2CDAaρv

2 +mvg(f cos(α) + sin(α)) and e = aref − av, the control law
is obtained as

Traction control ⇒







T ∗
e = Freq

rw
ηtI0Ig

+ kp0(e)e+ ki0(e)
∫

edt,

P ∗
b = 0,

Brake control ⇒







T ∗
e = 0,

P ∗
b = −Freq

rw
Kb

+ kp1(e)e + ki1(e)
∫

edt,

(24)

where kp0(e) and ki0(e) are the controller gains of the engine torque, and kp1(e) and ki1(e) are the
controller gains of the brake pressure. Given that these controller gains are error dependent, the feedback
parts are two gain-scheduled PI controllers. The choice of controller gains is a trade-off between a fast
convergence of the tracking error and a small effect of introducing measurement noise. When the tracking
error is large, a large controller gain is required to guarantee a fast convergence rate. By contrast, when
the tracking error is small, a small controller gain is sufficient to guarantee a good tracking performance
owing to less noise introduction. The different dynamic responses of the engine and brake systems make
the controller gains different.

The slope angle α is substituted by its approximation in the implementation of the control law (24).
Given that the road slope is slow time-varying (assume α(k) = α(k− 1)), the slope angle of the previous
step α(k−1) is used to calculate Freq. In addition, the calculation of av = asen−g sinα uses the road-slope
approximation of the previous step, i.e., av(k) = asen(k)− g sinα(k − 1).

3.4 Online road-slope approximation method

The road slope is estimated online by an approximation method for two reasons. First, the influence of
the slope angle on the tracking performance is greater than that of other vehicle parameters. Among
parameters mv, κ, rw , f , CD, Aa, ρ, g, and α, the slope angle α varies along with the vehicle location and
is a state-dependent variable. Compared to other parameters that do not change, the state-dependent
variable α has a large impact on the acceleration tracking performance. Therefore, the slope angle is
considered as a major external disturbance. Second, the proposed slope approximation method is simple
(without complex matrix operations) yet practical. It can be seen from Figure 2 that the feedforward
model contains the approximation of the road slope. The approximation accuracy of the road slope
affects the accuracy of the feedforward model. An accurate feedforward model makes the gains of the
feedback part smaller, and less noise of the acceleration sensor is introduced into the tracking controller.
Consequently, a good tracking performance can be improved by less noise introduction.

As shown in Figure 3, when a vehicle is running on a slope, the relationship between the measured
vehicle acceleration asen and the differential of the velocity v̇ is

g sinα = v̇ − asen. (25)

This relationship illustrates why the accelerometer cannot directly measure the longitudinal acceleration.
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Figure 5 (Color online) Acceleration obtained from the signal of vehicle speed.

By solving (25), the slope angle is calculated as

α ≈ sinα =
v̇ − asen

g
. (26)

An engineering-oriented road-slope approximation method is proposed based on (26), as shown in Fig-
ure 4. This approximation method comprises four parts, namely, the vehicle speed differential, rate
limiter, low-pass filter (LPF), and hold judgment. The rate limiter is introduced to limit the first deriva-
tive of the signal and to subsequently avoid an abnormal rate of change, the LPF filters out high-frequency
noise, and the hold judgment maintains the value of the last sample when the road-slope approximation
method can no longer be applied.

A period correction operation is used in the vehicle speed differential to reduce the influence of the
driveline oscillation. A sample longitudinal acceleration obtained by using the proposed differential cor-
rection operation (Figure 4) is shown in Figure 5. The vehicle speed profile is obtained from experimental
data. As shown in Figure 5, the vehicle speed fluctuates at a specific oscillation frequency. Based on
the oscillation frequency, we set the differential time interval ∆t of the speed signal and then let the
differential signal pass through a rate limiter and an LPF to obtain a usable longitudinal acceleration.
As seen in Figure 5, the influence of the driveline oscillation on the differential value can be effectively
attenuated.
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4 Simulation results

The goal of the following simulation is to show the effectiveness of the proposed car-following control
scheme. The model of an SUV is constructed by using the commercial software Carsim, while the proposed
control scheme is established in MATLAB/Simulink. In the simulation, the speed of the preceding vehicle
and the intervehicle distance are captured by virtual sensors, and the longitudinal acceleration of the
preceding vehicle is derived from the speed signal. The simulation studies can be divided into two parts,
namely, comparing the results with and without the acceleration signal and evaluating the car-following
performance for cut-in and cut-out scenarios.

4.1 Comparison of results with and without acceleration signal of preceding vehicle

To evaluate the car-following performance after introducing the longitudinal acceleration of the preceding
vehicle, we compare the performances of the proposed optimal controller with and without the accelera-
tion signal under the same velocity profile of the preceding vehicle. Gains in the low-level controller are
consistent for the comparison simulation. The predefined velocity profile includes acceleration, constant
speed, and deceleration conditions. The comparison results are shown in Figure 6, which reveals that the
proposed optimal controller provides an acceptable desired acceleration of less than 2.5 m/s

2
, thereby

showing a satisfactory car-following performance. The enlarged view of this figure shows that compared
with the optimal controller without the acceleration signal of the preceding vehicle, the proposed op-
timal controller provides a relatively fast control input regardless of acceleration or deceleration, and
the intervehicle distance can quickly reach a steady state. When the preceding vehicle decelerates, the
braking action of the host vehicle with the acceleration information of the preceding vehicle starts earlier
than that without the acceleration information, thereby helping improve vehicle safety. In summation,
introducing the acceleration signal of the preceding vehicle improves the car-following performance.

4.2 Car-following performance for cut-in and cut-out scenarios

We mimic cut-in and cut-out scenarios to comprehensively verify the proposed optimal car-following
controller. The entire scene is designed as follows. The host vehicle follows a preceding vehicle in one
lane as a vehicle in the adjacent lane suddenly inserts itself between these two vehicles. After a while,
the cut-in vehicle drives out of its position between the two vehicles.

In these scenarios, the intervehicle distance rapidly decreases owing to the sudden appearance of the cut-
in vehicle for cut-in conditions, and the intervehicle distance also quickly increases for cut-out conditions.
The sudden changes in the intervehicle distance can be used to verify the performance of the proposed
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Figure 7 (Color online) Simulation results of the proposed control scheme for cut-in and cut-out scenarios (action mode: 1-traction

control; 2-brake control).

controller. The simulation results in these scenarios are shown in Figure 7. At 20 s, a vehicle cuts in,
and the host vehicle brakes immediately to avoid a rear-end collision. By contrast, at 40 s, the cut-in
vehicle drives out of its position, and the intervehicle distance quickly increases. The proposed controller
provides a greater engine torque in order for the host vehicle to keep up with the preceding vehicle. No
surplus acceleration (which always leads to surplus braking) is generated in the entire process, thereby
helping conserve energy. Figure 7 also shows that the acceleration of the host vehicle is in a reasonable
range in both the cut-in and cut-out scenarios, thereby verifying that the proposed controller takes ride
comfort into account.

5 Experimental results

The test platform, which is shown in Figure 8, consists of a host vehicle and two preceding vehicles. The
host vehicle is a production SUV. One of the preceding vehicles is equipped with an AT, while the other
is equipped with a manual transmission (MT). The host vehicle is equipped with a Mobileye camera, a
millimeter-wave radar, a rapid prototyping-system MicroAutoBoxII (with 900 MHz clock frequency and
PPC750 GL power PC processor), and an additional vehicle gateway. The Mobileye system recommends
a target vehicle from the view of the camera. The speed of the target vehicle and the intervehicle
distance are obtained through data fusion, where the original signals come from the Mobileye camera
and the millimeter-wave radar. The additional vehicle gateway is used to manage the vehicle-to-sensor
communication.

The software implementation process is summarized as follows: (i) Establish the proposed control
scheme with MATLAB/Simulink; (ii) Transform the controller into real-time C source codes using
the embedded coder; (iii) Download C source codes on the rapid prototyping-system MicroAutoBoxII;
(iv) Monitor the signals and calibrate the controller gains online using the hardware management soft-
ware ControlDesk. The actuators are the engine control unit and the electronic stability control system.
The entire experiment is carried out under good open-road conditions (no rain, no wind). The system
sampling time of the real-vehicle implementation is 0.01 s. Other important system parameters for the
designed controller are listed in Table 1.

5.1 Performance of road-slope approximation method

To illustrate the accuracy of the proposed road-slope approximation method, experiments are performed
on the host vehicle. The experimental results of the slope angle approximation are given in Figure 9. Test
roads with uphill and downhill sections are chosen in the experiments, and the real slope angle is obtained
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Table 1 System parameters for controller design

Symbol Description Value Unit

mv Vehicle mass 1700 kg

CD Aerodynamic drag coefficient 0.373 –

Aa Frontal area 2.58 m2

f Rolling resistance coefficient 0.011 –

rw Wheel radius 0.364 m

d0 Intervehicle distance 3 m

τ Nominal time headway 2 s

τi Acceleration time constant 0.9 s

q11, q22, q23 Weighting matrix Q 0.15, 0.73, 0.2 –

r Weighting matrix R 1 –

Kx(1),Kx(2),Kx(3) Controller gains for states 0.385, 0.922,−1.012 –

Kd Controller gain for the disturbance 0.163 –

from a high-definition map. More details about the high-definition map can be found in [26]. The actual
longitudinal acceleration is calculated from the differential of the velocity of the nondriven wheels, as
shown in Figure 5. As seen in the bottom subfigure of Figure 9, the maximal absolute approximation
error of this method is less than 0.8◦. Its mean square error (MSE) is 0.09. Therefore, the proposed
road-slope approximation method is accurate enough for acceleration tracking control. In addition, the
solid-line box in Figure 9 indicates that the slope approximation method can also be used in braking
conditions.

5.2 Car-following performance comparison

Comparison experiments are performed on the host vehicle and the AT preceding vehicle for different
controllers. The AT preceding vehicle is controlled to track the same predefined mission profile, which is
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Figure 9 (Color online) Experimental results of slope angle approximation.
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Figure 10 (Color online) Experimental results of the proposed control scheme (action mode: 1-traction control; 2-brake control).

composed of the acceleration, constant speed, and deceleration. The host vehicle is separately controlled
by the proposed controller, a factory-installed ACC, and a human driver to follow the preceding vehicle.
The experimental results for these three controllers are shown in Figures 10–12, respectively.

The factory-installed ACC is developed to perfectly track the space policy. Although steady-state
errors exist, the factory-installed ACC has better tracking performance. The proposed optimal controller
is multiobjective and allows for a certain number of tracking errors to help reduce the number of braking
operations. Judging from the braking operations of Figures 10 and 11, it can be seen that the overregula-
tion of the proposed optimal controller is less than that of the factory-installed ACC, thereby improving
vehicle comfort. Figures 10–12 show that compared with the factory-installed ACC, the control perfor-
mance of the proposed control scheme is closer to the human driver. This result is mainly attributed to
the fact that the proposed control scheme takes ride comfort into consideration. From this perspective,
the proposed control scheme may be more easily accepted by the user than the factory-installed ACC.
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Figure 11 (Color online) Experimental results of the factory-installed ACC (action mode: 1-traction control; 2-brake control).
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Figure 12 (Color online) Experimental results of the human driver (action mode: 1-traction control; 2-brake control).

Table 2 Performance comparison

Controller Cost function value (×105) MSE of the spacing error δ MSE of the relative speed ̟

Proposed optimal controller 1.11 19.8 0.73

Factory-installed ACC 1.79 32.4 0.22

Human driver 4.41 79.5 1.36

To quantify the performance of the proposed control scheme for the car-following scenario, the cost
function values and tracking errors of the three different controllers are compared in Table 2. The
comparison results show that the MSE of the relative speed obtained by the proposed optimal controller
is larger than that obtained by the factory-installed ACC. However, opposite results are obtained for the
MSE of the spacing error and the cost function value. The performance indexes obtained by the human
driver are classified as the worst.
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Figure 13 (Color online) Control and slope approximation performance in low-speed conditions.
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Figure 14 (Color online) Experimental results of the proposed control scheme for cut-in and cut-out scenarios (action mode:

1-traction control; 2-brake control).

5.3 Robustness evaluation of the proposed control scheme

To evaluate the robustness of the proposed control scheme, experiments are performed in low-speed con-
ditions. Some vehicle state signals, such as the vehicle speed and engine torque, are often accompanied
by fluctuations under low-speed conditions, thereby making the vehicle control and road-slope approx-
imation extremely difficult. Figure 13 shows the control and slope approximation performance of the
proposed control scheme. In the experiments, some speed bumps are placed across the test road, and the
preceding vehicle is selected as an MT vehicle with a power interruption during the gear-shifting process.
As shown in Figure 13, the vehicles experience speed fluctuations when crossing the speed bumps. The
proposed road-slope approximation method works effectively in this situation by introducing a rate lim-
iter. In addition, it can be seen from Figures 9 and 13 that the road-slope approximation performance
observed in medium-speed conditions is better than that observed in the low-speed conditions.

Finally, experiments are conducted for cut-in and cut-out scenarios. The experimental results are
shown in Figure 14, in which the moments when the preceding vehicle cuts in and out are indicated.
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From the engine torque and brake pressure of Figure 14, it can be seen that the proposed control scheme
is robust against sudden changes in the intervehicle distance.

6 Conclusion

The study proposed the hierarchical design of optimal control to address multiobjective car-following
problems. After establishing the vehicle longitudinal dynamics and the car-following model, the car-
following controller was designed by using the LQR method. Afterward, both the feedforward-feedback
method and the online road-slope approximation method were used to derive the acceleration-tracking
controller. The performance of the proposed cruise control scheme was then evaluated by conducting
simulations and real-vehicle experiments.

(i) The simulation results revealed that the car-following performance improved by introducing the
acceleration of the preceding vehicle.

(ii) The experimental results showed that the proposed online road-slope approximation method pro-
vides a satisfactory road-slope approximation accuracy with a maximal absolute approximation error of
less than 0.8◦.

(iii) A comparison of the experimental results indicated that the car-following performance of the
proposed optimal controller is better than that of a factory-installed ACC.

(iv) The robustness experiment results showed that the proposed control scheme is robust against
low-speed, cut-in, and cut-out conditions.

The proposed controller can be applied easily to connected vehicles. For centralized-control connected
vehicles, the proposed control scheme can provide an acceleration-tracking controller. For decentralized-
control connected vehicles, the proposed control scheme can provide a car-following controller.
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