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Dear editor,
Recently, singular linear systems have attracted
the attention of many researchers. Singular lin-
ear systems are known to be more general than
ordinary linear systems. The output regulation
problem was considered for singular heterogeneous
multi-agent systems [1]. Consider a simple singu-
lar linear system given by Eẋ = Ax. If all pa-
rameters si locate in the negative half-plane of the
complex numbers, i.e., the determinant of sE −A
is zero, then the system is asymptotically stable.
Moreover, there may exist an impulse response in
the system that can disrupt the stability so the
pairs (E,A) should be chosen carefully to ensure
that the system is regular and impulse-free.

Cooperative control has been used in practi-
cal applications, such as vehicle formations and
switching networks. The consensus problem aims
to make all states or outputs converge to a sin-
gle trajectory. The information, which is limited
and unreliable, had been considered for consen-
sus problem based on topological variations in [2],
and a directed graph contains a spanning tree such
that the information is asymptotically convergent.
In [3], both time-invariant and changing topologies
were considered for multi-agent systems to solve
the consensus problem.

The problem of containment control for multi-
agent systems has been studied extensively [4–6].
In [4], the containment problem was solved with
an approach based on state containment. The
containment control problem has also been solved

by a distributed output feedback approach in [5]
based on the directed communication topology. To
solve the containment control problem, Ref. [6]
presented an adaptive distributed compensator.
Unlike the traditional leader-following problem in
multi-agent systems with only one leader, contain-
ment control focuses on the cooperation among
several leaders and a group of followers. The main
goal is to design a distributed control law that
drives the outputs or states of followers to con-
verge to the convex hull spanned by the leaders.
Containment control has important value in prac-
tice applications. For example, a group of small
unmanned air vehicles could perform a search and
rescue mission. To avoid any kind of damage
caused by the impact from the barriers, some of
the vehicles are responsible for exploring the ter-
rain and forming a safe area, while the others exe-
cute the search and rescue mission within the safe
area.

In this study, the problem of containment con-
trol is considered for singular continuous-time
multi-agent systems affected by external distur-
bances. A distributed compensator is presented
to estimate the information of the convex hull
spanned by the leaders. A distributed internal
model compensator is used to address the uncer-
tainties in the system. Finally, a state feedback
control law is proposed to solve the problem of
containment control for singular multi-agent sys-
tems using both compensators.

Let R and C denote the sets of real and complex
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numbers, respectively. The distance from x to y is
represented as dist(x, y). The Kronecker product
is denoted by ⊗. I and 0 denote the identity ma-
trix and zero matrix, respectively. λ(A) denotes
the eigenvalues of A. (E,A) is stable if σ(E,A) =
{λ |det (λE −A)} ⊂ C −, C − = {λ |Re (λ) < 0} .
(E,A) is said to be standard if there exists a con-
stant θ ∈ C, such that det(θE −A) 6= 0.

Graph G = (V , E ,A) is an information-
communication diagraph with a set of nodes
V = {v1, v2, . . . , vN}, a set of edges E ⊆ V × V ,
and a weighted adjacency matrix A = [aij ] ∈
RN×N . If there exists an edge from vi to vj , then
aij > 0; else aij = 0. Ni = {vj|(vj , vi) ∈ E , i 6= j}
denotes the set of neighbors. L = D −A denotes
the Laplacian matrix and D = diag{

∑N

j=1 a1j ,
∑N

j=1 a2j, . . . ,
∑N

j=1 aNj}.

Assumption 1. The graph Ḡ includes a directed
spanning tree with at least one leader.

N singular multi-agent systems are considered
with the following forms:







Eiẋi (t) = Āixi (t) + B̄iui +
∑

l∈M

P̄ilωl,

yi = C̄ixi (t) , i = 1, 2, . . . , N,
(1)

where xi ∈ Rn and ui ∈ Ru are the state and
the input of the i-th follower, respectively, and the
measured output yi ∈ Rp. Ei is a singular matrix.
M = {N + 1, N + 2, . . . , N + M}. The matrices
Āi, B̄i, P̄il, C̄i have uncertain entries and are given
as follows:

Āi = Ai +∆Ai, B̄i = Bi +∆Bi,

P̄il = Pil +∆Pil, C̄i = Ci +∆Ci.

ωl ∈ Rq are exogenous states. M agents are as-
sumed to be the leaders with the following dynam-
ics:

{

ω̇l = Sωl,

yrl = Frωl,
(2)

where S ∈ R
q×q, l ∈ M and yrl ∈ R

p represent
the reference outputs.

Assumption 2. The pair (Ei, Ai) is standard,
the pair (Ei, Ai, Bi) is strongly stabilizable, and
(Ei, Ai, Ci) is strongly detectable.

Assumption 3. S has no eigenvalues with neg-
ative real parts.

Assumption 4 ([7]). For all λ ∈ σ(S), where
σ(S) is the spectrum of S,

Rank

(

Ai − λ(Ei) Bi

Ci 0

)

= n+ p.

For any set of conditions xi(0) and ωl(0), the
output generated by each follower will converge to
the convex hull formed by the leaders’ reference
outputs, i.e.,

lim
t→∞

dist(yi, co(yrl)) = 0. (3)

This conclusion holds the following error vec-
tors:

ei =
∑

j∈Ni

aij(yi − yj) +
∑

l∈M

ail(yi − yrl),

i = 1, 2, . . . , N. (4)

To estimate the information about the convex
hull spanned by the leaders, the distributed com-
pensator is given as follows [8]:

η̇i = Sηi

+µ





∑

j∈Ni

aij (ηi − ηj) +
∑

l∈M

ail (ηi − ωl)



 ,

i = 1, 2, . . . , N, (5)

where ηi ∈ Rq, and µ < 0 is a sufficiently small
constant.

Lemma 1 ( [6]). Let η̃i = ηi −
∑N+M

l=N+1 ζilωl,
ζil ∈ R be the i-th row element of H−1Hl1N , Hl =
(1/M)L+A0l, A0l = diag{a1l, a2l, . . . , aNl}, and

H =
∑N+M

l=N+1 Hl. If µ < 0, η̃i tends to zero as the
time t tends to infinity.

Lemma 2 ([9]). Under Assumption 3, if there
exists a p-copy internal model of S in the pair
(G1, G2), let

Ai =

(

Ai 0

G2Ci G1

)

, Bi =

(

Bi

0

)

,

and then (Ei,Ai,Bi) is stabilizable, where (Ei,Ai)
is standard and Ei is a singular matrix considered
to be designed later.

According to Ref. [9], there exist

G1 = block diag (γ1, γ2, . . . , γp) and

G2 = block diag (δ1, δ2, . . . , δp) ,
(6)

such that the pair (G1, G2) incorporates the p-copy
internal model of matrix S. γi and δi are constant
matrices with the appropriate dimensions for all
i = 1, . . . , p.

The state feedback controller designed to solve
the containment control problem for singular
multi-agent systems is as follows:

{

ξ̇i = G1iξi +G2i (yi − Frηi) ,

ui = K1ixi +K2iξi, i = 1, . . . , N,
(7)
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where ξi ∈ Rpsm , K1i and K2i are the gain matri-
ces, and

G1i =

(

Λi BiK2i

0 G1

)

, G2i =

(

−Li

G2

)

,

where Λi = Ai +BiK1i + LiCi.
Let

x =
(

xT
1 , x

T
2 , . . . , x

T
N

)T
,

η =
(

ηT1 , η
T
2 , . . . , η

T
N

)T
,

ξ =
(

ξT1 , ξ
T
2 , . . . , ξ

T
N

)T
.

The closed-loop systems resulting from (1), (2),
(5), and (7) can be written as the following com-
pact form:

Eẋ =
(

Ā+ B̄K1

)

x+ B̄K2ξ +
∑

l∈M

P̄lω̄l,

ξ̇ = (IN ⊗G2) C̄x+ (IN ⊗G1) ξ

− (IN ⊗G2Fr) η,

η̇ = (IN ⊗ S + µ (H⊗ Iq)) η

−µ
∑

l∈M

(Hl ⊗ Iq) ω̄l, (8)

where E, Ā, B̄, C̄ and P̄l are the block diagonal
matrices with the matrices Ei, Āi, B̄i, C̄i and P̄il

as their diagonal elements, respectively.

Let xc =
(

xT, ξT
)T

, and vl =
(

ω̄T
l , η

T
)T

, and
then Eq. (8) can be rewritten as

Ezẋc = Ācxc +
∑

l∈M

B̄clvl, (9)

where

Ac =

(

A+BK1 BK2

IN ⊗G2 IN ⊗G1

)

,

Bcl =

(

Pl 0

0 −IN ⊗ 1
M
G2Fr

)

,

Ez =

(

E 0

0 INpsm

)

.

Theorem 1. There exists an invertible matrix
T such that Ac and Ez can be transformed into
block diagonal matrices, and the blocks of both

the block diagonal matrices can be expressed as
Aci = Ai +BiKi and Ei = block diag{Ei, I}, re-
spectively. By Lemma 2, there exists a gain ma-
trix Ki = (K1i,K2i) such that (Ei, Aci) is stable.
Thus, the pairs (Ez, Ac) can be proved to be stable
without considering the external disturbance.

Theorem 2. Based on Assumptions 1–4, the
containment control problem can be solved by a
control law (7) for singular multi-agent systems
(1) and (2).
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